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PREFACE

Mathematics is one of the foundations of engineering. Because of the great impor­
tance of the physical behavior of engineering products, calculus usually lies at the
center of the mathematical education of engineers; it is employed in the mathemat­
ical formulation of physical problems. This formulat ion has contributed significant­
ly to the systematization of engineering and the mastering of engineering tasks.

Before computers were introduced into engineering, numerical solutions of the
mathematical formulations of engineering problems involving irregular geometry,
varying material properties, multiple influences and complex production pro­
cesses were difficult to determine. Nowadays, computers amplify human mental
capacities by a factor of 109 with respect to speed of calculation, storage capacity
and speed of communication; this has created entirely new possibilities for solving
mathematically formulated physical problems. New fields of science, such as com­
putational mechanics, and widely applied new computational methods, such as
the finite element method, have emerged.

While computers were being introduced, the character of engineering changed
profoundly. While the key to competitiveness once lay in using better materials, de­
veloping new methods of construction and designing new engineering systems,
success now depends just as much on organization and management. The rea­
sons for these changes include a holisitic view of the market, the product, the econ­
omy and society, the importance of organization and management in global com­
petition as well as the increased complexity of technology, the environment and
the interactions among those participating in planning and production.

Given the new character of engineering, the traditional mathematical foundations
no longer suffice. Branches of mathematics which are highly developed but have
so far been of little importance to engineers now prove to be important tools in a
computer-oriented treatment of engineering problems. These fields are, however,
not readily accessible to many engineers, since frequently even fundamental con­
cepts are not treated systematically in their education. Thus, there is no sound ba­
sis for a productive dialog between engineers and mathematicians. To make mat­
ters more difficult , many of the hitherto neglected fields are based directly on the
foundations of mathematics and hence exhibit a degree of abstraction which engi­
neers are not accustomed to.
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VI Preface

The developments in the use of computers in engineering have shown that an in­
adequate education in mathematics may have grave consequences. In the areas
of planning , organization and management, in particular, the potential of classical
graph theory was not brought to bear on the abstraction of computer models and
the systematization of the methods of solution. Numerous laws and methods
which, with a sufficient background in mathematics, could have been taken from
the literature, were reinvented with much effort. The foundations of topology fur­
nish an example of this phenomenon.

Due to the rapid development of information and communication technology, with
performance increasing by a factor of 100 per decade, new areas of application
are constantly emerging. This makes it particularly difficult to determine that part
of the abundant repertoire of mathematics which will form a solid basis for the prop­
er utilization of computers in engineering in the coming decades. In this book, we
try to compile these essentials. We have arranged the material so that it can be
learned in the order of the chapters of the book. We assume that traditional mathe­
matics for engineers is treated in addition : Essential branches of mathematics are
not addressed in this book , since there is a vast literature on them.

The treatment of foundat ions begins with logic in Chapter 1. There are various rea­
sons for this. For one, logic is a tool for the development of the other chapters of
the book. Also, the creation of models and processes requires a systematic ap­
proach, which relies on a consistent application of the laws of logic. An example
of the systematic use of logic is furnished by a correct treatment of implications and
equivalences.

Set theory, treated in Chapter 2, forms the basis for the mathematical structures
treated in the subsequent chapters. Set operations are of fundamental importance
in all areas of computer applicat ion. Set theory leads to concepts like relation and
mapping , which are fundamental for the classification and ordering of information
and hence for approaches like object-oriented modelling .

Mathematics contains basic algebraic, ordina l and topological structures. All other
branches of mathematics rest on these basic structures, which are treated in
Chapters 3 to 5.

Algebraic structures describe operations on elements of sets. In contrast to tradi­
tional mathematics for engineers, the restriction to real numbers is lifted in order
to lay a systematic foundation for general operations on values of different types,
for instance logical variables, sets, vectors and matrices. These foundations are
applied in all subsequent chapters.
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Preface VII

Ordinal structures are of paramount importance for many computer-based algo­
rithms. Reliable algorithms require a precise treatment of the properties of order
relations and a systematic distinction between comparable and incomparable ele­
ments of a set. Many data structures cannot be designed or implemented without
an understanding of order relations and their properties. The study of the conver­
gence properties of iterative and sorting algorithms also relies on ordinal struc­
tures.

If a system of subsets is singled out in a set, the set acquires a topological struc­
ture. Topological structures form the basis for determining connectedness and
separation of sets, convergence of sequences , nets and filters , compactness of
spaces and continuity of functions. The convergence of approximation methods
for solving the mathematical formulation of physical problems cannot be studied
without an understanding of topological spaces. The description of geometric
shapes on the computer also depends on a reliable analysis of the associated
problems in topology.

Quantification in engineering relies on the natural , whole, rational, real and com­
plex number systems and the quaternions. These number systems exhibit differ­
ent algebraic , ordinal and topological structures, which are treated in Chapter 6.
Knowledge of the properties of the number systems is essential for constructing
reliable numerical algorithms.

Groups, treated in Chapter 7, have played an important role in the development
of mathematics. Group theory deals with an operation on two elements of a set,
the result of which is again an element of the set. Two of these three values are
known, and the third value (an operand or the result) is to be determined. The
structure of groups proves to be extraordinarily rich. It allows a systematic treat­
ment of many fundamental mathematical problems. For example , Galois used it
to prove that a circle cannot be squared with compass and straightedge alone. A
systematic treatment of geometry can also be carried out on the basis of group
theory. The practical applications of group theory include the systematic analysis
of the topology of triangulated bodies.

In designing models and algorithms , the description of the relations between the
elements of sets is of fundamental importance. This is the subject of graph theory,
treated in Chapter 8. Graph theory relies on the algebra of relations. This algebra,
in which graphs are described by matrices, leads to a set of theories and methods
which allow the properties of graphs to be determined algebraically. Many practical
problems in engineering can be solved using graphs, including problems in man­
agement and organization . Among these are the determination of paths in traffic
networks, of reliability in complex systems and of the optimal order of processing
steps.
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VIII Preface

Tensor theory, treated in Chapter 9, forms the basis for a reliable formulation of
physical engineering problems. Tensor formulations have the special property of
being independent of the chosen coordinate system . This aids the understand ing
of the essential characteristics of the formulated problems and thus facilitates the
systematic development of algorithms. It is on this basis that complex physical pro­
cesses in solids , liquids and multi-phase systems can be rendered susceptible to
a universally valid implementation.

Engineers deal with events that depend on chance : The repetition of an experi­
ment under seemingly identical conditions yields different results . Random events
are studied using stochastical methods, treated in Chapter 10. These methods as­
sign probabilities to the different outcomes of an experiment. There are typical
probability distributions in engineering, for example for the reliability of a system
of components and for the behavior at the nodes of a traffic network. Random pro­
cesses for time-dependent random variables are of great practical importance.
Their description using Markov chains forms the basis of the theory of queues,
which is applied in many computer simulations of processes in engineering.

The chapters of the book are structured uniformly. Each chapter begins with an
introduction, which highlights the main points of the chapter. It uses concepts and
mentions properties which are defined and explained in subsequent parts of the
chapter. The sections also begin with introductions, which are similarly structured.
Every paragraph of the text begins with a term which appears in boldface for em­
phasis. This term is explained in the paragraph. The highlighted terms are in­
tended to aid the reader in grasping the structure of the sections of the book with
little effort . Proofs are included in the text , in particular where they significantly aid
comprehension or form the basis for the development of algorithms for computer
implementations.

The desire to write this book emerged during our long-standing cooperation at the
Technische Universitat Berlin in the area of "Theoretische Methoden der Bau- und
Verkehrstechnik" (theoret ical methods in civil engineering). While developing this
field together, we realized that the topics covered in educat ion and the information
technology employed are short-lived compared to the content of other areas of en­
gineering . Yet the application of computer science in engineering needs a stable
basis. Out of this realization grew the desire to compile the mathematical founda­
tions which are independent of the rapid developments and incessant changes in
a book and thus to create a durable basis for future developments. The book differs
significantly from our lecture notes, which deal with current information and com­
munication technologies, including development environments and their applica­
tions in engineering.
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Preface IX

Dr. Felix Pahlplayedan importantrole in shapingthe book as a whole. He repeat­
edlyproofread thechapterswithgreatcareandusedhisbackground asa physicist
to makevaluablesuggestions for structuring the material.Particularlyin the chap­
ters on topology and group theory, Dr. Pahl contributedto most of the proofs and
providedinvaluableassistancein formulating themconcisely. His specialcommit­
ment to this book deserves our personal thanks.

The contentof the presentbook imposesstrongdemandson the graphicaldesign
of the text, the figures and the formulas. With admirable intuition, Mrs. Elizabeth
Maue has given the book an attractiveappearance. As the book took shape over
an extendedperiodof time,duringwhichall chapterswerethoroughlyrevisedsev­
eral times,her patiencehasbeenput to a severetest. Mrs.Maue'scommitted par­
ticipation, whichresultedin the particularlyappealingpresentation of thisbook,de­
serves our grateful recognition.

This book took shape over the course of more than seven years. Duringthis time
our wives, Irmgard Pahl and Heidemarie Damrath, showed great understanding
for our extraordinary workload. By their great patience, they gave us the freedom
and supportwithoutwhich this book could not have beencompleted in its present
form. We thank them with all our heart.

Berlin, May 2000

Peter Jan Pahl
Rudolf Damrath
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1 LOGIC

1.1 REPRESENTATION OF THOUGHT

Logic : Science structures human thought. It divides thought into individual
thoughts, represents the content of these thoughts and distinguishes between true
and false thoughts. Logic deals with methods that reduce misunderstandings in
the representation of thoughts, and with consistency in deducing the truth of
certain thoughts from the truth of given other thoughts. It follows that logic is
fundamental to science.

Everyday language is not suitable as an instrument of logic, as it is ambiguous.
Science therefore employs formal logic, which is expressed in a formal (artificial)
language. Formal logic is an area of mathematics which makes the formulation of
concepts more precise and investigates contradictions in theories . Essential tools
of formal logic are symbolization, forma lization and evaluation.

Symbolization is the representation of thoughts in a formal language. The core
of this artificial language is a character set. The characters (symbols) in the char­
acter set must be separable; it must be possible to identify them uniquely. The
character set is used to form character strings. Each thought is described by three
character strings : the content, the label and the value of the thought. This formal
representation of a thought is called a statement. The label identifies the state­
ment. The value assigns the statement to one of the classes true and false.

Formalization is a set of rules which leads from given statements to other state­
ments in a definite manner. This process is called logical deduction. Operations
which describe relationships between statements are the core of formalization. A
relationship between statements consists of arguments, a rule and a result. The
arguments and the result are statement values. The rule prescribes the value of
the result for each combination of values of the arguments. The rules of operations
are stipulated and represented by a symbol. The part of formal logic which deals
with operations on statements is called propositional (sentential) logic.

Evaluation is the assignment of the content of a statement to one of the classes
true and false. The content of a statement is said to be true if its assertion holds
according to the common judgement of a given group of people. In order to evalu­
ate a statement, the character string of its content is resolved into its constituents,
which are called language elements. A sequence of language elements is called
an expression. The rules for constructing admissible expressions from the charac­
ter set of the language are called the syntax of the language . The relationship be­
tween an expression which is admissible as the content of a statement and the
value of this statement is called the semantics of the language. The part of formal
logic that deals with the syntax and semantics of formal languages is called predi­
cate logic.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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2 1.2 ElementaryConcepts

1.2 ELEMENTARY CONCEPTS

Concepts which carry the same meaning for all participants form the basis for com­
munication between humans . For some fundamental concepts, agreement among
the participants is presumed . Using these fundamental concepts, new concepts
are defined, and these are in turn used to define further concepts. Some elemen­
tary concepts used in the formal descript ion of thought are defined in the following .

Set : Objects of thought or of the senses which are separable and can be identi­
fied unique ly are called elements . A collection of elements with similar properties
is called a set. Each property of an element is described either by its value (predi­
cate) or by rules for determining its value . The set of all values which a property
can take is called the range of the property. The elements of a set are uniquely
identified using a property of the elements which takes different values for all pairs
of elements. This property is called the name (label, identifier) of the element.

Sequence : A sequence is a collection of elements which are chosen succes­
sively from a given set. By virtue of the order of these choices , each element of a
sequence has an additional property which it does not have in the set. The order
may, for instance , be described using natural numbers , since each natural number
other than zero has a predecessor. The additional property makes it possible to
choose an element of the given set for the sequence repeatedly while maintaining
uniqueness of the elements in the sequence.

Character string : A set of separable and uniquely identifiable symbols is called
a character set. A sequence chosen from the character set is called a character
string. To represent the order of the characters in the sequence, one chooses a
convention, for instance horizontal arrangement from left to right. The beginning
and the end of a character string are indicated according to stipulated rules, for
instance by marking them with the character ".

Value : A character string is called a value if it identifies an element of a set. The
value is called a constant if the character string is the name of an element of the
set. The value is called a variable if the character string is replaced by the name
of an element of the set according to stipulated rules.

Operation : A rule which assigns precisely one constant to a given sequence of
constants is called an operation. The given constants are called the arguments of
the operation. The result is called the value of the operation. The rule for an opera­
tion is designated by a symbol.
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Example 1 : Elements of a character string

Let the character set Z = {a,b,c} be given . The character string "babac" is chosen
from this set. This character string corresponds to the set F = {(a, 2), (a, 4), (b, 1),
(b, 3), (c, 5)}. Each element of the set F is an ordered pair. It consists of an element
of the character set Z, to which an element of the set N = {1, 2, 3, 4, 5} of numbers
is assigned as an additional property. The elements of the character string Fare
unique. Their order in F is arbitrary.

Example 2 : Operation on values

The operation "addit ion" designated by the symbol + is defined for the natural num­
bers. The rules of addition assign the result 8 to the arguments 3 and 5. This opera­
tion is represented by the formula 3 + 5 = 8.

Example 3 : Russel 's antinomy

Contradictions may arise if sets are defined to contain sets as elements. A contra­
dictory definition of a set is called an antinomy. An example of such an antinomy
is furnished by the collection R of all sets M l ' M2, ... which are not contained in
themselves :

(1) Under the assumption that R contains itself, R is one of the sets Mj of the
collection. However, the sets Mj are by definition not contained in them­
selves . It follows that R contains itself and at the same time does not contain
itself.

(2) Under the assumption that R does not contain itself, R is by definition one of
the sets Mj • It follows that R is an element of the collection and therefore con­
tained in itself. R therefore contains itself and at the same time does not con­
tain itself.

As R cannot simultaneously conta in itself and not contain itself , the collect ion R
is not a set. Such contradictory definitions of sets must be ruled out in set theory.

Definition : Thoughts are composed of concepts. The precise delimitation of a
concept using other concepts is called the definition of the concept. The concept
acquires its meaning through this delimitation. Concepts whose meaning is postu­
lated are called fundamental concepts. All other concepts are defined.

Explicit definition : A definition is said to be explicit if the concept to be defined
(definiendum) is delimited using fundamental concepts or concepts that have al­
ready been defined (definiens). Wherever it occurs , the defin iendum may be re­
placed by the definiens. The defin ition of a statement value is indicated using the
symbol := (equivalent by definition) . The definition of terms which are not state­
ment values is indicated using the symbol := (equal by definition).

statement value definiendum := definiens
term definiendum := definiens
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Implicit definition : A definition is said to be implicit if concepts are delimited by
their mutual relationships. The relationships are assumed to be true statements.
Fundamental concepts such as natural number, distance and area are defined
implicitly.

Recursive definition : Let a concept G(n) which depends on a natural number
n be given. The definition of this concept is said to be recursive if G(0) is defined
first, and then each G(n) for n > 0 is defined with G(n -1) as definiens. For
instance, the concept n! (n factorial) is defined recursively by O! := 1 and
n! := n(n -1)! .
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1.3 PROPOSITIONAL LOGIC

Introduction : The value of a statement can be true, false or undetermined. In
a stochastic treatment, probabilities are assigned to these statement values. In a
deterministic treatment, the statement has precisely one of the specified values.
If no undetermined statement values are allowed, the logic is said to be two-valued.

For a two-valued logic, statements are divided into the class of true statements and
the class of false statements. Thus, each statement is assigned a truth value,
which is either true or false. Given statements may be connected to form a new
statement. In propositional logic, connectives are defined such that the truth value
of the new statement results from the truth values of the given statements in a
definite manner.

Several statements may be connected to form an expression. There are expres­
sions which are always true, regardless of the truth values of the individual state­
ments. Such expressions are called logically valid expressions or tautologies.
Among the tautologies, logical equivalences and logical implications are espe­
cially important. Logical equivalences are used to transform logical expressions
into equivalent expressions. Logical implications are used to deduce new true
statements from given true statements.

1.3.1 LOGICAL VARIABLES AND CONNECTIVES

Statement : A statement (proposition) is the formulation of a thought in a lan­
guage. Each statement consists of a label, a content and a value. The label iden­
tifies the thought, the content defines the thought, and the value evaluates the
thought. Formally, a statement is designated by a letter, its content is defined by
a character string, and the result of its evaluation is expressed as a truth value .

Truth value : The determination of the truth value of a statement is a fundamen­
tal problem, and various approaches to its solution have been investigated. In a
two-valued logic, it is assumed that statements can be divided into the class of true
statements and the class of false statements. Accordingly, each statement is
assigned either the truth value false (designated by f or 0) or the truth value true
(designated by t or 1). A statement to which a truth value has been assigned is
called a statement constant. A statement to which a truth value has not yet been
assigned is called a statement variable. The truth value of a statement a is desig­
nated by T(a).
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Example 1 : Statements and truth values

The statement a := "Every triangle has three corners." is true and therefore
possesses the truth value T(a) = t.
The statement b := "5 is less than 2." is false and therefore possesses the truth
value T(b) = f.

The text "Congratulations!" is not a statement, as it cannot be assigned a truth
value .

Propositional connectives : Two given statements may be connected to form
a new statement using words like "and", "or", "if-then" and "if and only if-then",
which are called propositional (sentential) connectives. Each of these connectives
corresponds to a definite rule for determining the truth value of the new statement
from the truth values of the given statements. It is irrelevant whether the content
of the statements being connected is related . The negation of a statement using
the word "not" is also treated as a connective.

Operator and operand : The symbol that represents the rules for the truth value
of connected statements is called an operator. In the context of set theory (see
Chapter 2), an operator is a relation. Each connective is associated with a corre­
sponding operator. The truth values of the connected statements are called the
operands of the connective. The following operators are often used:

Name Operator Connective Meaning Rank

negation ~ ~ a nota 5

conjunct ion /\ a /\ b a and b 4

disjunction v a v b a or b 3

alternat ion Efl a Efl b either a or b 2

implication => a => b if a then b 1

equivalence .." a .." b a if and only if b 0

Truth tables : For each operator, the rules for determining the truth value of the
new statement from the truth values of the given statements are represented by
a truth table . The values of the first operand a appear on the left; if there is a second
operand , its values appear at the top of the table . For each pair (a,b) of values , the
table contains the value of the connective indicated at the bottom.
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The negation of a statement a is designated by -, a (not a). It is
true if a is false . It is false if a is true.

The conjunction of two statements a, b is designated by a II b
(a and b). It is true if a is true and b is true. It is false if a is false
or b is false.

The disjunction of two statements a, b is designated by a v b
(a or b). It is true if a is true or b is true . It is false if a is false and
b is false.

The alternation of two statements a, b is designated by aE9b
(either a or b). It is true if a and b have different truth values.
It is false if a and b have the same truth value .

The implication of two statements a, b is designated by a = b
(if a then b). It is true if a is false or b is true. It is false if a is true
and b is false. An implication is also called a subjunction.

The equivalence of two statements a, b is designated by a = b
(a if and only if b). It is true if a and b have the same truth value .
It is false if a and b have different truth values. An equivalence
is also called a bijunction.
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Example 2 : Propositional connectives

Let the following statements a.b and their truth values be given:

a := "Every triangle has three corners"

b := "Every quadrangle is red"

The negations --, a and --, bare :

--, a = "Not every triangle has three corners"

--, b = "Not every quadrangle is red"

The conjunction a /\ b and the disjunction a V bare :

a II b = "Every triangle has three corners and
every quadrangle is red"

T(a)

T(b)

T(a /\ b)

a vb "Every triangle has three corners or
every quadrangle is red" T(a v b)

The implication a = b and the equivalence a = bare:

a = b = "If every triangle has three corners
then every quadrangle is red"

a = b = "Every triangle has three corners if and only if
every quadrangle is red"

T(a = b)

T(a =b) = f

The examples demonstrate that the statements a and b are connected in a purely
formal manner, irrespective of the relation of their content. The truth values of the
various connectives are determined from the truth tables.

Operator basis : For a connective involving one operand (unary connective),
22 = 4 different operators can be defined. One of these operators is designated by
the symbol --, . The remaining unary operators are replaced by log ical expressions,

which are shown underneath the following truth tables:

a

orB
~a

o~
1~

oR
1G

For a connective involving two operands (binary connective), 2 2*2 = 16 different
operators can be defined. Four of these operators are designated by the symbols
II , v , = , ee , The remaining binary operators are replaced by logical expressions,
which are shown underneath the following truth tables:
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0 1 0 1 0 1 0 1ern 'CTI 0tffij 0lffij
1 0 1 1 1 1 1 0 1 1 0 1

a 1\ b a v b a=b a ....b

0 1 0 1 0 1 0 1

0tffij 0tffij 0tffij
°ffiE1 1 1 100 1 1 0 1 1 1

(a=b) v (b=a) -, ((a = b) v (b = a)) -'(a 1\ b) b=a

0 1 0 1 0 0 1

°ffiE ern 0tffij
°BIB1 0 0 1 1 0 1 0 0 1 1 0

-'(a v b) -,(a=b) -'(b=a) -,(a ....b)

0 1 0 0 1 0 1

0ITE] 0tffij 0tffij
°ffiE1 1 1 1 0 0 1 0 1 1 1 0

(b = a) 1\ (b v a) -, (a 1\ b) 1\ (a = b) (a v b) 1\ (a = b) -, (a 1\ b) 1\ (b = a)

The truth tables show that the set {...." 1\ , v , =, = }of operators generates the 20
operators of the unary and binary connectives. The question arises whether fewer
generators would suffice. This is indeed the case:

(1) The set {...." 1\ , v } generates all propositional connectives, since by the rule of
elimination the connectives a =b and a = b may be replaced by the following
equivalent expressions :

(a = b) = (...., a v b)

(a-s-b) = (""'a vb) 1\ (a v ....,b)

(2) The sets { ...., , I\} and {...." v } both generateall propositional connectives, since
by the ruleof doublenegation and De Morgan'slawsthe connectives a v band
a 1\ b may be replaced by the following equivalent expressions :

(a v b) = ...., ""'(a v b) = ""'(""'a 1\ ""'b)

(a 1\ b) = ....,...., (a 1\ b) = ...., (...., a v ...., b)
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(3) The operator basisconsists of a singleoperator. The operator I (notand, nand)
or the operator 'V (notor, nor) may be chosen. Theseoperators are defined as
follows:

o 1

oR1m
a I b = ~ (a II b)

o

°ffiE
(a 'V b) = ~ (a v b)

In the following table, the generators {-', 11 , v, ~, $> } are expressed in terms
of the basicoperators. Notethat the operators I and 'V are commutative but not
associative. Since the operators are not associative, expressions of the form
a I b I c or a 'V b 'V C are not admissible without parentheses.

connective operator I operator 'V

~a = ala = a'Va

(a 11 b) = (a I b) I (a I b) = (a 'V a) 'V (b 'V b)

(a v b) = (a I a) I (b I b) = (a 'V b) 'V (a 'V b)

(a=b) = (a I b) I a = (b'V (a 'V b)) 'V (b 'V (a 'V b))

(a e- b) = ((a I a) I (b I b)) I (a I b) = (a 'V (a 'V b)) 'V (b 'V (a 'V b))
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1.3.2 LOGICAL EXPRESSIONS

Expression : The elements of propositional logic are statement constants, state­
ment variables, operators and the technical characters () . A sequence of elements
is called an expression of propositional logic if it is formed according to the follow­
ing syntactic rules:

(1) Every statement constant and every statement variable is an expression.

(2) If a,b are expressions, then the connectives (-- a), (a A b), (a vb), (a = b) and
(a = b) are also expressions.

(3) Only sequences of elements formed by rules (1) and (2) are expressions.

Rank of the operators : Expressions formed according to the syntactic rules
contain many parentheses and are therefore difficult to read. To avoid the use of
parentheses, the following rules are stipulated:

(1) Exterior parentheses may be removed.

(2) Each operator has a rank (see the table of operators). If two successive oper­
ators of different rank in a logical expression are not separated by paren­
theses, the operator of higher rank is applied first.

(3) If two operators of equal rank in a logical expression are not separated by
parentheses, they are applied from left to right.

Example 1 : Rank of the operators

--t At = --f vf expression

l.-J L.-J rank 5
f t

L-----J rank 4
f

L.---J rank 3
t

rank 0

value

Formula : An expression of propositional logic containing one or more statement
variables describes a statement formally and is called a formula. The truth value
of an expression depends on the truth values of the statement variables.

Valuation : If every statement variable in an expression is assigned precisely
one truth value, the collection of these assignments is called a valuation of the
expression. If an expression contains n statement variables, then for n > 0 there
are exactly 2n different valuations of the expression, in which each of the statement
variables takes one of the truth values t, 1.
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Each valuation of an expression leads to a truth value for the expression, which
is determined according to the semantic rules of propositional logic. The semantic
rules are determined by the truth tables defined for the connectives. Thus the truth
value of an expression for a given valuation is calculated by logically evaluating
the expression using the truth tables.

Example 2 : Expression and valuation

The following sequence of elements is an expression ; its subexpressions (connec­
tives) are underlined.

-, a II b = (c = b II (a v d))
L-...J L.--...J
I

expression

Let the truth values t, f, f, t be assigned to the statement variables a, b, c, d of the
given expression . Using the truth tables, the expression is evaluated forthis valua­
tion as follows :

-, t II f = (f = f II (t v t))
L-.J L....--.J

f t

Logically valid, consistent and inconsistent expressions : The expressions
of propositional logic are classified with respect to their valuations and their truth
value as follows :

(1) An expression which is true for all valuations is said to be logically valid (a
tautology).

(2) An expression which is true for at least one valuation is said to be logically
consistent.

(3) An expression which is not true for any valuation is said to be logically incon­
sistent (a contradiction).

In propositional logic, it is possible to decide in a finite number of steps whether
a given expression with a finite number of operands is logically valid , consistent
or inconsistent. In fact , if an expression conta ins n statement variables, then for
n > 0 there are exactly 2n different valuations. The expression can be evaluated
for each valuation using the truth tables for the connectives. Thus it takes at most
2n evaluat ions to decide whether the given expression is logically valid, consistent
or inconsistent.
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Example 3 : Logically valid, consistent and inconsistent expressions

The expression a /\ --, a is inconsistent, as it is false for any valuation . This is
proved using the truth tables as follows :

a ~a a /\ ~a

0 1 0

1 0 0

The expression ((a = b) /\ b) = a is consistent but not logically valid, as it is true
for some but not all valuations . This is proved using the truth tables as follows:

a b a=b (a = b) /\ b ((a = b) /\ b) = a

0 0 1 0 1

0 1 1 1 0

1 0 0 0 1

1 1 1 1 1

The expression (a = b) = (--, a v b) is logically valid, as it is true for any valuation.
This is proved using the truth tables as follows :

a b a=b ~a ~a v b (a=b) =(~a v b)

0 0 1 1 1 1

0 1 1 1 1 1

1 0 0 0 0 1

1 1 1 0 1 1
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1.3.3 LOGICAL NORMAL FORM

Logical equivalence : A logically valid expression of the form a = b (a is equiva­
lent to b) is called a logical equivalence. If a = b is a logical equivalence , then a
and b have the same truth value. The most important logical equivalences for ex­
pressions a, b, c with the operators -., s , V are :

identity a /\ t = a a v f = a

invariance a /\ f = f a v t = t

complementarity a /\ ~ a = f a v ~ a = t

idempotency a /\ a = a a v a = a

commutativity a /\ b = b /\ a a v b = b v a

associativity (a /\b) /\c = a /\ (b /\ c) (a v b) v c = a v (b v c)

distributivity a /\ (b v c) = (a r;b) v (a /\ c) a v (b x c) = (a v b) /\ (a v c)

absorption a x ta v b) = a a v (a x b) = a

double negation ~~ a = a a = ~ ~ a

De Morgan ~ (a /\b) = ~a v ~ b ~(a v b) = ~ a /\ ~ b

The following logical equivalences are used in particular to reduce express ions
involving the operators =, = to equiva lent express ions involving the operators
--. , A , v .

elimination (a= b) = ( ~ a vb) (a = b) = (a = b) /\ (a 0:= b)

(a e- b) = (~ a v b) /\ (a v ~ b) (a -e- b) = (a /\ b) v (~ a r. ~b)

contraposition (a e- b) = ( ~ b = ~a) (a e- b) = (~a = ~ b)

An expression of the form a /\b /\ ... r;C is called a general conjunction. An expres ­
sion of the form a v b v ... v c is called a general disjunction . Due to the associativity
of the connectives /\ and v , no parentheses are necessary in these express ions.
The express ion a is admitted as a special case of a general conjunction or disjunc­
tion.

Logical transformations : A given express ion of proposit ional logic may be
transformed into a logically equivalent express ion using logical equiva lences: If
a = b is a logical equivalence and a occurs in the given expression, then a may
be replaced by b, since a and b possess the same truth value due to the logical
equivalence a = b. The aim of logical transformations is to exhibit a given expres­
sion in a more lucid and simple form. Representations which allow the truth value
of the expression to be read off directly are part icularly important.
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Normal form : An expression of propositional logic is said to be in normal form
if it contains only statement variables and negated statement variables and the
operators II and v. A normal form may be disjunctive or conjunctive and also
canonical.

1. A normal form is said to be disjunctive if it is a general disjunction of sub­
expressions and each subexpression is a general conjunction of statement
variables or negated statement variables .

2. A normal form is said to be conjunct ive if it is a general conjunction of sub­
expressions and each subexpression is a general disjunction of statement
variables or negated statement variables.

3. A disjunctive or conjunctive normal form with n statement variables is said to
be canonical if the number of subexpressions is minimal and each subexpres­
sion contains each of the n statement variables either with or without negation.

Every expression has an equivalent disjunctive normal form and an equivalent
conjunctive normal form. Every consistent expression has an equivalent canonical
disjunctive normal form. Every expression which is not a tautology has an equiva­
lent canonical conjunctive normal form. The canonical disjunctive normal form and
the canonical conjunctive normal form of an expression are unique up to the order
of the subexpressions and of the variables inside the subexpressions.

Example 1 : Normal forms

The following expressions with the statement variables a, b, c are in normal form:

disjunctive normal form

(a 1\ b) v (-.a 1\ b 1\ -.c) v (-.b 1\ c)

(a 1\ -. a 1\ c) v (a 1\ b 1\ C 1\ -. c)

conjunctive normal form

(a v b v c) 1\ (a v -.b) 1\ (-.a v -.b v -.c)

(-. a v b v -. b v c)

canonical disjunctive normal form

(a 1\ b 1\ c) V (-. a 1\ -. b 1\ c) v (a 1\ -. b 1\ c)

(a 1\ b II -.c) v (-.a 1\ b 1\ -.c)

canonical conjunctive normal form

(a v b v -. c) 1\ (a v -. b v c) v (a v -. b v -. c)

(a v b v c) 1\ (-. a v -. b v c)
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A canonical disjunctive normal form allows all valuations which yield the truth value
true to be read off directly. The canonical disjunctive normal form (a fI b fI -, c) V

( -, a fI b fI c) is true if and only if one of the two subexpressions is true. The first
subexpression (a fI b fI -, c) is true if and only if a is true and b is true and -, c
is true. Thus it is true for the valuation (T(a) , T(b) , T(c)) = (t, t, f). The second sub­
expression ( -, a fI b fI c) is true if and only if -, a is true and b is true and c is true.
Thus it is true for the valuation (T(a), T(b) , T(c)) = (f, t, t). The canonical disjunctive
normal form (a fI b fI -, c) V (-, a fI b r; c) is therefore true for the valuations
(T(a), T(b), T(c)) = (t, t, f), (f, t, t).

A canonical conjunctive normal form allows all valuations which yield the truth
value false to be read off directly. The canonical conjunctive normal form (a v b
v c) fI (-, a v -, b v c) is false if and only if one of the two subexpressions is false.
The first subexpression (a v b v c) is false if and only if a is false and b is false
and c is false. Thus it is false for the valuation (T(a), T(b), T(c)) = (f, f, f). The
second subexpression (-, a v -, b v c) is false if and only if -, a is false and -, b
is false and c is false. Thus it is false for the valuation (T(a), T(b) , T(c)) = (t, t, f).
The canonical conjunctive normal form (a v b v c) fI (-, a v -, b v c) is therefore
false for the valuations (T(a), T(b), T(c)) = (f, f, f), (t, t, f) .

Example 2 : Transformation to normal form

Every logical expression may be transformed to normal form in a finite number of
steps. This is demonstrated using the following expression with the statement vari­
ables a,b:

(a => b) fI b => a

Step 1: The operators => are replaced using the rule of elimination :

(a => b) fI b => a *>

(-,a vb) fI b =>a *>

-, (( -, a v b) r; b) v a

Step 2: The expression is further transformed using the rule of double negation
and De Morgan's laws :

-,((-,a vb) flb) va *>

(-,(-'a vb) v-'b) va *>

((-,(-,a) fI -.b) v -.b) v a *>

((a fI -. b) v -, b) v a *>

(a fI -, b) v (-. b) v (a) disjunctive normal form
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Step 3: The disjunctive normal form is expanded using the laws of identity and
complementarity and further transformed using the laws of distributivity :

~ A ~~ VO A~~ V~ AQ -

(a A ~ b) v ((a v ~a) A ~b) v (a A (b v ~b)) -

(a A ~ b) v (a A ~ b) v (~a A ~ b) v (a A b) v (a A ~ b)

Step 4: The expression is reduced according to the law of idempotency by re­
moving multiple occurrences of subexpressions :

(a A ~ b) v (a A ~ b) v (~a A ~ b) v (a A b) v (a A ~ b) -

(a A ~ b) v (~a A ~ b) v (a A b) canonical disjunctive normal form

The canonical disjunctive normal form is true for the valuations (T(a), T(b)) = (t, f),
(f, f), (t, t). The logical expression

(a => b) A b => a

may be transformed analogously into its canonical conjunctive normal form

(a v ~ b)

The canonical conjunctive normal form is false for the valuation (T(a), T(b))
(f, t).
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1.3.4 LOGICAL RULES OF INFERENCE

Logical implication : A logically valid expression of the form a = b with expres­
sions a, b is called a logical implication. If a = b is a logical implication and a is
true, then b is also true. If a is false, b may be true or false. The most important
logical implications for statements a, b, care:

extremality f=>a a=> t

reflexivity a=>a a<=a

contraction al\b=>a a vb<=a

monotonicity (a =>b) => (a 1\ c) => (b 1\ c) (a =>b) <= (a v c) <= (b v c)

antitonicity (a =>b) =>(~b => ~a) (a =>b) <=(~b => ~a)

detachment (a =>b) 1\ a => b (a=> b) 1\ ~a => ~b

transitivity (a =>b) 1\ (b =>c) => (a =>c)

The two rules of detachment are also called modus ponens and modus tollens,
respectively. The rule of transitivity is also called modus barbara. These rules are
frequently applied in logical deductions.

Logical implications may be obtained directly from logical equivalences: If a = b
is a logical equivalence, then a = b and a = b are logical implications. Every logical
equivalence thus leads to two logical implications.

Logical deduction : Logical deduction is based on logical implications. Let the
expression a =b be a logical implication . Then a =b is always true, independent
of the truth values for a, b. If a is false, then b is either true or false, since by
definition f = t and f = f are true. If a is true, then b is also true, since by definition
t = t is true and t = f is false. Thus a true expression b may be deduced from a
true expression a.

Rules of inference : Rules of inference are used to deduce new true statements
from given true statements by logical implication .

(1) The first rule of detachment, a 1\ (a = b) = b, yields the following rule of
inference: If the statement a is true and the implication a = b is true, then the
statement b is true.

(2) The second rule of detachment, (a=b) 1\ -, b=-, a, yields the following rule
of inference : If the implication a = b is true and the statement -, b is true,
then the statement -, a is true.

(3) The rule of transitivity, (a =b) 1\ (b =c) = (a =c), yields the following rule
of inference: If the implication a =b is true and the implication b =c is true,
then the implication a = c is true.
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These rules of inference are often presented in a scheme with two true premises
and the true conclusion .

true premise

true premise

true conclusion

a

a=b

b

a=b

-,b

a=b

b=c

a=c

Example 1 : Logical deduction

Rule (1) : modus ponens

a "The light is red"
a = b "If the light is red, then the cars stop"

b "The cars stop"

Rule (2) : modus tollens

a = b " If the light is red, then the cars stop"
-, b "The cars do not stop"

"The light is not red"

Rule (3) : modus barbara

a=b
b=c

a=c

" If the light is red, then the cars stop"
"If the cars stop, then a queue forms"

"If the light is red, then a queue forms"

The following inference is wrong, since the logical expression (a = b) A b = a is
not logically valid and hence does not yield a logical implication (see Example 3
in Section 1.3.2).

a=b
b

a

"If the light is red, then the cars stop"
"The cars stop"

"The light is red"

The error in the inference may be demonstrated as follows: The cars stop not only
if the light is red, but also, for example, if an accident has occurred.
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1.4 PREDICATE LOGIC

Introduction : Predicate logic is an extension of propositional logic. It investi­
gates the inner structure of statements. As in the case of a natural language, a
statement is divided into its constituents, subject and predicate. Subjects are the
topic of a statement, predicates describe the properties or relations of subjects.

Predicate logic allows quantified statements, which hold either for all subjects in
a given set or for at least one subject in a given set. These statements are called
universal statements and existential statements, respectively. Predicate logic
introduces quantifiers to formulate such statements.

First-order predicate logic is an extension of propositional logic which is obtained
by introducing constants and variables for subjects and predicates along with
quantif iers for subject variables . Set theory is an essential basis of predicate logic.
This section offers an introduction to first-order predicate logic.

Statement of predicate logic : A statement is called a statement of predicate
logic if it admits analysis into subjects and predicates . The names of imaginary or
real objects in a statement are called subjects. The names of properties or rela­
tions in a statement are called predicates. A predicate is said to be unary if it
describes a property of one subject. A predicate is said to be binary if it describes
a relationship between two subjects . A predicate is said to be n-ary (n-place) if it
describes a relationship among n subjects . A truth value is associated with each
statement of predicate logic.

Formula of predicate logic : A statement of predicate logic can be transformed
into a formula. Every subject of the statement is replaced by a statement variable.
The subject variables are usually designated by lowercase letters, for instance
x, y, z. Then every predicate is replaced by a predicate variable. Each predicate
variable is a truth value that depends on one or more subject variables . The predi­
cate variables are usually designated by uppercase letters. The designation of the
predicate variable is followed by a list of the subject variables on which the predi­
cate variable depends , enclosed in parentheses, for instance K(x, z). The predi­
cate variables are connected using operators.

Example 1 : Statements and formulas of predicate logic

The statement "x is prime" contains the subject "x" and the unary predicate "is
prime". The subject "x" is replaced by the subject variable x E N. The predicate "is
prime" is replaced by the predicate variable P(x), which depends on x. The corre­
sponding formula is P(x). The statement P(3) has the value true, the statement
P(B) has the value false.



www.manaraa.com

Logic 21

The statement "x is less than y " contains the subjects "x" and "y" and the 2-place
(binary) predicate "is less than". The subjects are replaced by the variables
x, YE N, the predicate is replaced by the predicate variable K(x, y). The corre­
sponding formula is K(x, y). The statement K(2, 3) has the value true, the statement
K(3,2) has the value false.

The statement "x is not less than y and less than z" contains the subjects "x", "y"
and "z" and the predicate "is less than" as well as the operators "not" and "and".
The subjects are replaced by the variables x, y, zE N, the predicate is replaced by
K(x, y) and K(x, z). The corresponding formula is ...., K(x, y) /\ K(x, z).

Quantifiers : Let a formula a(x) with the subject variable x and a reference set
(universe) M for x with the elements x1,x2,... ,xn be given. A logical expression of
the form a(x1) r; a(x 2) /\ ... /\ a(x n) is called a universal statement. A universal
statement is true if and only if the statement a(x j) is true for every element xj of M.
Otherwise it is false. A logical expression of the form a(x 1) v a(x2) v ... v a(x n) is
called an existential statement. An existential statement is true if and only if there
is an element x j for which the statement a(x j) is true. The universal quantifier /\
and the existential quantifier V are introduced to formulate universal and existen­
tial statements:

/\ a(x)
xEM

V a(x)
xEM

/\

V

M

"For every element x of M the value of a(x) is true"

"There is an element x of M for which the value of a (x) is true"

universal quantifier

existential quantifier

reference set

The reference set M may be finite or infinite . The formulation of statements using
quantifiers is also applicable to formulas with several subject variables. If both
universal and existential quantifiers appear in such a formulation , their order is
important.

Example 2 : Universal and existential statements

The statement "In every plane triangle the sum of the interior angles is 180 de­
grees" is a true statement. Let D be the set of all plane triangles. The universal
statement is formulated using the universal quantifier as follows :

/\ (The sum of the interior angles in d is 180 degrees)
dED
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The statement "Every natural number x has a natural number y as its successor"
is synonymous with the statement "For every natural number x there is a natural
number y which is a successor of x.' Let 1'\1 be the set of natural numbers. Then
the statement is formulated using the universal quantifier and the existential quan­
tif ier as follows:

/\ V (y is successor of x)
xE N yE N

The statement "For two points in the plane there is a line on which both points lie"
is synonymous with the statement "For two points x, y in the plane there is a line
g which contains x and contains y". Let P be the set of all points in the plane, and
let G be the set of all lines in the plane. The statement is formulated using two
universal quantifiers and an existential quantifier as follows:

/\ /\ V ((g contains x) II (g contains y))
xEP yEP gEG

Expression of predicate logic : The elements of predicate logic are constants,
variables, operators, quantifiers and the technical characters ( , ). A sequence of
elements is called an expression of predicate logic if it is formed according to the
following rules :

(1)

(2)

(3)

(4)

Every statement constant, every statement variable and every n-ary pred i­
cate with variables or constants for n subjects is an expression.

If a, b are expressions , then (--,a) , (a II b) , (a v b), (a => b) and (a - b) are
also expressions.

If a is an expression and x is a variable, then (/\ a) and (Va) are also
. x x

expressions.

Only the sequences of elements formed according to rules (1) to (3) are
expressions.

To avoid parentheses in expressions of predicate logic, a ranking of operators is

defined as in propositional logic. An expression formed according to rule (1) is said
to be atomic. A variable x in an expression is said to be free if it is not subject to
a quantifier /\ or V . Otherwise, the variable is said to be bound. An expression

x x
without free variables is a statement of predicate logic. An expression with at least

one free variable is a formula of predicate logic.

Interpretation : Every expression which is a statement of predicate logic is either
true or false. The truth value depends on the meaning assigned to the subjects and
predicates for a specific reference set. Such an assignment is called an interpreta­
tion. Statements of predicate logic with identical formal structure can take different

truth values under different interpretations.



www.manaraa.com

Logic 23

Example 3 : Interpretation of expressions

Let N be the set of natural numbers. In a first interpretation, let the binary predicate
a(x, y) be assigned the meaning "x has the successor y". Since every natural num­
ber has a successor in N, the statement f\ V a(x, y) of predicate logic is true.

xE N yE N

In a second interpretation, let the binary predicate a(x, y) be assigned the meaning
"x has the predecessor y". Since the natural number 0 has no predecessor in N,
the statement f\ V a(x, y) of predicate logic is false.

XE N yE N

Logically valid, consistent and inconsistent expressions : The expressions
of predicate logic are classified with respect to their interpretation and their truth
value as follows:

(1) An expression of predicate logic which is true for every interpretation is said
to be logically valid.

(2) An expression of predicate logic which is true for at least one interpretation
is said to be logically consistent.

(3) An expression of predicate logic which is not true for any interpretation is said
to be logically inconsistent.

Replacing every statement variable in an expression of propositional logic by an
arbitrary expression of predicate logic yields a corresponding expression of predi­
cate logic. If the expression of propositional logic is logically valid, consistent or
inconsistent, then a corresponding expression of predicate logic is also logically
valid, consistent or inconsistent. A logically valid expression of predicate logic
derived from a logically valid expression of propositional logic is called a tautology
of predicate logic.

Unlike in propositional logic, the logical validity of an arbitrary given expression of
predicate logic cannot always be decided in a finite number of steps (Church's
Undecidability Theorem).

Example 4 : Tautology of predicate logic

The expression -, ( -, a) $> a of propositional logic is a tautology. If the statement
variable a is replaced by the expression f\ f\ a(x, y) of predicate logic, the corre­
sponding expression is a tautology of pr:diJate logic:

-, (-, f\ f\ a(x, y)) $> f\ f\ a(x, y)
x y x y

Logical equivalence for quantified expressions : A logically valid expression
of predicate logic of the form a $> b (a is equivalent to b) is called a logical equiva­
lence. In addition to the logical equivalences which are tautologies of predicate
logic, there are further logical equivalences for quantified expressions:
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relabeling

negation

double negation

con-/disjunction

commutation

1.4 Predicate Logic

1\ a(x) <0> 1\ a(y)
x y

Va(x) <0> 1\ a(y)
x y

-. 1\ a(x) <0> V -.a(x)
x x

-. Va(x) <0> 1\ -.a(x)
x x

-. 1\ -.a(x) <0> V a(x)
x x

-. V -. a(x) <0> 1\ a(x)
x x

1\ (a(x) II b(x)) <0> 1\ a(x) II 1\ b(x)
x x x

V (a(x) v b(x)) <0> V a(x) v V b(x)
x x x

1\ 1\ a(x, y) <0> 1\ 1\ a(x, y)
x y y x

V V a(x, y) <0> V V a(x, y)
x y y x

The following logical equivalences hold only if the variable x is not free in the
expression a :

1\ a <0> a
x

1\ (a II b(x)) <0> a II 1\ b(x)
x x

1\ (a v b(x)) <0> a v 1\ b(x)
x x

Va <0> a
x

V (a v b(x)) <0> a v V b(x)
x x

V (a II b(x)) <0> a II V b(x)
x x

Prenex normal form A given expression of predicate logic may be transformed
into a logically equivalent expression using logical equivalences. An expression
may be brought into prenex normal form using such transformations.

An expression of predicate logic is said to be in prenex form if it is either free of
quantifiers or consists of a sequence of quantifiers followed by an expression with­
out quantifiers. A prenex form is said to be in prenex normal form if the expression
without quantifiers is a normal form of propositional logic. A prenex normal form
is said to be disjunctive or conjunctive if the expression without quantifiers is a dis­
junctive or conjunctive normal form of propositional logic, respectively.

Every expression of predicate logic has an equivalent prenex disjunctive normal
form and an equivalent prenex conjunctive normal form. The transformation of an
expression of predicate logic into one of these normal forms is performed using
the logical equivalences of propositional and predicate logic.
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Example 5 : Prenex normal forms

The following expression of predicate logic is brought into prenex normal form,
using logical equivalences of propositional and predicate logic in each step:

V a(x) = V b(x) $> (rule of elimination)
x x

-t-t Va(x) v V b(x) $> (rule of negation)
x x

/\ --. a(x) v V b(x) $> (relabeling rule)
x x

/\ --. a(x) v V b(y) $> (prenex arrangement)
x Y

/\ V (--.a(x) v b(y)) prenex normal form
x Y

In the first step, the operator = is eliminated using the rule of elimination of propo­
sitionallogic. In the second step, the rule of negation of predicate logic is applied
to the first subexpression. In the third step, the relabeling rule of predicate logic is
applied to the second subexpression to replace x by y. In the fourth step, the
quantifiers /\ and V are brought to the front to obtain a prenex form of the
expression bXeginningYwith a sequence of quantifiers. After the fourth step, the
expression is in prenex normal form, since the expression ( --. a(x) v b(y)) following
the sequence of quantifiers is free of quantifiers and exhibits the normal form of
propositional logic. This normal form is conjunctive.

Logical implication for quantified expressions : A logically valid expression
of predicate logic of the form a = b (a implies b) is called a logical implication. Be­
sides the logical implications which are tautologies of predicate logic, there are log­
ical implications for quantified expressions in a reference set M with x, y, t EM :

elementary implication

conjunction

disjunction

subjunction

commutation

/\ a(x) = a(y)
x

Va(x) <= a(y)
x

V (a(x) II b(x)) = V a(x) II V b(x)
x x x

/\ (a(x) v b(x)) <= /\ a(x) v /\ b(x)
x x x

/\ (a(x) =b(x)) = ( /\ a(x) = /\ b(x))
x x x

/\ (a(x) =b(x)) = ( V a(x) = V b(x))
x x x

V /\ a(x, y) = /\ Va(x,y)
x Y Y x

Each logical equivalence a $> b yields the logical implications a = b and a <= b.
The logical implications of propositional and predicate logic are used to deduce
new true statements from given true statements.
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1.5 PROOFS AND AXIOMS

Introduction : A field of knowledge is composed of definitions and theorems. A
theorem is a statement which is proved to be true. There are different methods of
proof, based on different logical rules of inference . The forms of direct and indirect
proof and proof by induction are treated .

In some areas of mathematics, proofs may be formalized by introducing certain
statements as axioms and certain rules of inference as rules of derivation , thereby
allowing the theorems of the field to be formally derived. Which theorems can be
derived depends on the axioms and rules of derivation introduced. However, ac­
cording to G6del's Incompleteness Theorem not every theorem of a theory can be
formally derived on the basis of an axiomatization. The fundamental concepts of
axiomatic systems are briefly explained.

Theorem : A valid statement concerning a mathematical fact is called a theorem.
Theorems are often formulated as a logical implication a => b. The statement a is
called the hypothesis (premise) , the statement b is called the conclusion of the
theorem.

Proof : The deduction of the truth of a statement from the truth of other state­
ments is called a proof. By virtue of the proof, the statement becomes a theorem .
Logical rules of inference are applied in proofs. A finite sequence of logical infer­
ences is a proof if the following conditions are satisfied :

(1) Each inference in the sequence follows logically from the hypotheses of the
theorem , theorems that have already been proved, substitution and replace­
ment rules and rules of logic.

(2) The last inference in the sequence yields the conclusion of the theorem.

(3) The conclusion of the theorem is not used within the sequence.

Directproof : For the hypothesis a and the conclusion b, the implication a => b
is shown to be true. Then if a is true, b is also true. This follows from the logical
implication

(a => b) II a => b

Example 1 : Extended Pythagorean Theorem

Hypothesis: Let a right triangle with hypotenuse c and adjacent sides a, b be
given. The areas of the semicircles erected on the sides of the triangle are

designated by Fa' Fb , Fc ·

Conclusion: Fa + Fb = Fc
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Proof: The direct proof consists of the following steps:

(1) The Pythagorean Theorem holds for a right triangle:

a2 + b2 = c2

(2) The areas Fa' Fb of the semicircles erected over the sides a, b are deter­
mined using the formula for the area of a circle:

Fa = n a2/2 Fb = rt b2/2

(3) From (2) and (1), the sum Fa + Fb is obtained as

Fa + Fb = na2/2 +n b2/2 = n(a2 + b2) /2 = nc2/2

(4) The area Fe of the semicircle erected over the hypotenuse c is determined
using the formula for the area of a circle :

Fe = nc2/2

(5) Comparison of (3) and (4) yields the conclusion:

Fa+Fb=Fe

Indirect proof : For the hypothesis a and the conclus ion b , the implication -, b
=> -, a is shown to be true. Then if a is true, b is also true. This follows from the
logical implication of the direct proof by the contraposition principle, (a => b) $;>

(-,b=>-,a):

( -, b => -, a) II a => b

This method of proof may also be applied by assuming a to be true and showing
that the assumption -, b implies the statement -, a. This results in a contradiction
for the statement a. This contradiction shows that the assumption -, b must have
been false, and hence that the conclusion b holds. There are further forms of indi­
rect proof , based on the following logical implications:

(-,b=>a) II -,a=>b

( -, b => a) II (-, b => -, a) => b

Example 2 : Prime numbers

Definition: A natural number p > 1 is said to be prime if it is divisible only by 1 and
by itself .

Conclusion : There are infinitely many prime numbers.
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Proof: The indirect proof consists of the following steps:

(1) The negation of the conclusion is assumed. There is only a finite number of
prime numbers P1 < P2 < ... < Pn'

(2) The number z is formed as the product of the n primenumbers, incremented
by 1 :

z = P1' P2 . ... . p, + 1

(3) From (1) and (2) it follows that z is not prime, since z is greater than the
greatest prime number.

(4) According to the factorization theorem, every natural number a > 1 which is
not prime is divisible by a prime number.

(5) From (2) and (4) it follows that z is a prime number, since, due to the
incrementation by 1, z is not divisible by any of the prime numbers

P1 ' P2,." 'Pn·

(6) The statements (3) and (5) form a contradiction; therefore the negated
conclusion (1) is false, and the conclusion is true.

Proof by induction : A statement S(n) which depends on a natural number n is
proved by (mathematical) induction. S(O) is proved as the induction hypothesis.
Then S(n) is deduced from S(n - 1) for an arbitrary number n > O. Repeated ap­
plication of this direct proof yields the conclusion S(n) for every natural number n.

((S(n -1) => S(n)) 1\ S(n - 1)) => S(n)

Example 3 : Sums

Conclusion: The sum of the odd numbers from 1 to 2n + 1 is (n + 1)2.

n
S(n) := I (2i+1) = (n+1)2

i=O

Proof: The conclusion is proved by induction:

(1) Induction hypothesis : For n = 0, the statement is true, since the sum consists
only of the number 1 and is therefore equal to (0 + 1)2 = 1.

(2) Inference from n - 1 to n: For n > 0, S(n) follows from S(n - 1) :

n n-1
I (2i + 1) = I (2i + 1) + 2n + 1 = n2 + 2n + 1 = (n + 1)2

i = O i=1

This result is appliedforn = 1,2,3,... ; it follows that the conclusion S(n) is true
for every natural number.
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Sufficient and necessary conditions : If the conclusion b follows from the hy­
pothesis a , the implication a =b is true. In this case, a is called a sufficient condi­
tion for b , and b is called a necessary condition for a. If the equivalence a $> b is
true, b is called a necessary and sufficient condition for a. These terms are moti­
vated as follows :

(1) Since the statements a and a = b are true, it follows from the definition of
the implication = that b is true. The truth of a is therefore sufficient for the
truth of b. The truth of a is, however, not necessary for the truth of b. If a is
false and b is true, the implication a = b remains true.

(2) Since the statement a = b is true , according to the truth table of the implica­
tion = the statement a can only be true if the statement b is true. The truth
of b is therefore a necessary condition that must be satisfied if a is to be true.
The truth of b is, however, not sufficient for the truth of a . If a is false and b
is true, the implication a = b remains true.

(3) Since the statement a $> b is true, according to the truth table for the
equivalence a is true if and only if b is true. Therefore, b is a necessary and
sufficient condition for a.

Example 4 : Necessary and sufficient conditions

B

©
B

©
Let the circles A and B be concentric. Let the radius of A be less than the radius
of B. Let the position of a point P relative to the circles A and B be characterized
by the following statements:

a := "The point P lies inside circle A"

b := "The point P lies inside circle B"

The implication a = b is true, since the point P always lies inside circle B if it lies
inside circle A. The following sufficient and necessary conditions hold for the
position of P :

(1) If the point P lies inside circle A, then this is a sufficient condition for the point
P to lie inside circle B. It is, however, not a necessary condition. The point P
can lie inside circle B without lying inside circle A.
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(2) The point P can only lie inside circle A if it lies inside circle B. Lying inside circle
B is therefore a necessary condition for lying inside circle A. Not every point
that lies inside circle B also lies inside circle A. The condition that the point
P lies inside circle B is therefore not a sufficient condition for it to lie inside
circle A.

(3) If the radii of the concentric circles A and B are equal, then the equivalence
a ~ b is true. That the point P lies inside circle B is necessary and sufficient
for the point P to lie inside circle A.

Axiomatization : Many areas of mathematics are axiomatized. To axiomatize a
field, certain valid statements are chosen and designated as axioms. From these
axioms , the theorems of the field are formally derived according to rules of
inference. A set of valid statements in a field may be axiomatized in different ways .
A valid statement which is an axiom in one axiomatization may be a derivable
theorem in another axiomatization.

Axiomatic system : A statement that is assumed to be true in the course of an
axiomatization is called an axiom. A set of axioms from which valid statements can
be derived using formal rules of inference is called an axiomatic system. An axiom­
atic system must be consistent (free of contradictions) and should be independent:

(1) Consistency: An axiomatic system is said to be consistent (free of contradic-
tions) if it is not possible to derive from it both a statement a and the statement
-'a.

(2) Independence: An axiomatic system is said to be independent if none of its
axioms can be derived from the remaining axioms.

Completeness of an axiomatic system : An axiomatic system with its formal
rules of inference is said to be complete for a field of mathematics if all theorems
of the field can be formally derived . This means that the set of valid statements of
the field and the set of statements derivable from the axiomatic system are
identical.

According to G6del's Completeness Theorem, a complete axiomatic system with
formal rules of inference may be specified for propositional logic and first-order
predicate logic, so that all theorems of propositional logic and first-order predicate
logic are derivable. According to GOdel's Incompleteness Theorem, complete axi­
omatic systems with formal rules of inference cannot be specified for higher-order
predicate logic.
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Introduction : The set is a fundamental concept of mathematics and computer
science. Many problems in engineering deal with operations on sets. The concept
of a set, the rules for forming sets (algebra of sets), the relationships between ele­
ments of sets (relations, mappings) and the corresponding classification of mathe­
matics according to algebraic, ordinal and topological structures are treated in the
following.

Formation of sets : A set M is specified either by enumerating the designations
of the elements or by describing the properties of the elements. The order of enu­
meration of the elements is irrelevant. If two elements in the enumeration bear the
same designation, they represent the same element. This element is contained in
the set only once. The set without elements is called the empty set and is desig­
nated by 0.

M = {a, b, c}

M = {x I E (x)}

0:={xlx~x}

set M consists of the elements a, b, c

set M contains every element for which
the logical expression E (x) is true

empty set

The membership of an element a in a set M is represented using the symbols E

and $. :

a E M

a$. M

a is an element of M

a is not an element of M

Quantifier : There are statements which are true for certain elements of a set M
and false for other elements of M. Such relationships between statements and ele­
ments are represented using the universal quantifier 1\ and the existential quan­
tifier V . Often the set M is not explicitly specified if it is self-evident.

universal quantifier

existential quantifier

1\ (...)
xEM

V (...)
xEM

for every x in the set M ... holds

there is an x in the set M for which ... holds

Equal sets : Two sets A and B are said to be equal if they contain the same ele­
ments. If the sets A and B are equal, they contain the same elements. The state­
ment A = B (A equals B) possesses either the statement value true or the state­
ment value false .

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001



www.manaraa.com

32

(A = B) := /\ (x E A = X E B)
x

2.1 Sets

A = B
A~B

sets A and B are equal
sets A and B are not equal

Subset : A set A is called a subset of a set B if every element of A is also an
element of B. If the set B contains at least one element not contained in A, then
A is called a proper subset of B.

(A s B) := /\ (x E A => X E B)
x

(A c B) := (A s B) f\ -, (A = B)

A sB
A cB

A is a subset of B
A is a proper subset of B

In addition to the symbols s (contained in) and c (properly contained in), the
symbols ;2 (includes) and ~ (properly includes) are also used.

B ;2A
B ~A

set B includes set A
set B properly includes A

System of sets : A set whose elements are themselves sets is called a system
of sets. A system of sets must not contain any elements which are not sets. The
number of elements in different sets of a system of sets may be different.

Power set : From a given set M of n elements , 2n subsets can be formed, includ­
ing 0 and M. The set of all subsets of M. including 0 and M, is called the power set
of M and is designated by P(M). The set M is called the reference set of the power
set P(M).

Example 1 : Sets

enumeration of a set

description of a set

equal sets A = B

subset A c M

system of sets

power set of {a, b}

M

M

A

A

S
P

{a, b, c, d•...• x, y. z}

{x I x is an uppercase letter}

{a,b,c} B ={b,c,a}

{a,d.y,z}

{{a . c, e}, {1. 3, 5. 9}, {a,~}}

{0, {a}. {b} , {a. b}}
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Family of elements : Designating the elements of a set by different names is
inconvenient for sets with a large number of elements . The elements of a set X
are therefore often designated by x1' x2• x3, . .. . The common designation by the
lowercase letter x symbolizes membership in the set X, while the index i E {1, 2,
3,...} identifies the element. The elements Xi are called a family of elements. The
family of elements is designated by {x.},

X = {Xi liE I = {1, 2, 3,...}}

Family of sets : Designating the sets of a system M of sets by different names
is often inconvenient. A family of sets is therefore formed which contains the sets
Ai as elements . Each of the sets Ai may be a family of elements {aim} '

M = {Ai

Ai = {aim

j E 1= {1,2,3, }}

m E Mi = {1, 2, 3, }}

Example 2 : Families of elements and sets

family of elements B = {b., b4, bs' b7 } => B

family of sets A1 = {a} A2 = {a, b}

M = {Ai liE {1, 2, 3}}

{b j l I e {1, 4, 5, 7}}

A3 = {b, c}
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2.2 ALGEBRA OF SETS

Operations on sets : A rule which, for two given sets, yields exactly one set as
a result is called an operation on sets. The rule for an operation is defined using
the operators --', /\, v and EB of propositional logic and the set membership E
of the elements . Each operation is designated by a symbol. For the sets A and B,
the following operations are defined :

intersection AnB {XIXEA /\ x E B}

union AU B {XIXEA v x E B}

difference A - B {XIXEA /\ x $ B}

symmetric difference : A EBB {XIXEA EB x E B}

Set diagram : A set is schematically represented by a region in a plane. Every
element of the set is represented by a point in this region. The following set
diagrams represent the operations on sets.

intersection A n B

difference A - B

union A UB

symmetric difference AEBB

Example 1 : Operations on sets

Applying the operations to the sets A = {a, c, d} and B = { c, x, z} leads to the
following results :

intersection

union

difference

difference

sym. difference:

AnB

AUB

A-B

B-A

A EBB

{c}

{a,c,d,x,z}

{a,d}

{x, z}

{a ,d,x,z}
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Complement of a set : Let the set A be a subset of the set M. The difference
M - A is called the complement of A with respect to M and is designated by A.

complement :

operations

A := M-A

A n A = 0 A U A = M

Generalized operations : The set of all elements contained in each set Ai of an

indexed system of sets is called the generalized intersection n Ai of the system
of sets. The set of all elements contained in at least one set Ai of an indexed system

of sets is called the generalized union U Ai of the system of sets.

n A := {x I ./\ (x EA1· ) }
iEI I lEI

ildI Ai := {x I i~I (x EAj)}

Disjoint sets : The sets A and B are said to be disjoint if they have no elements
in common. A system of sets is said to be disjoint if its elements Ai are pairwise
disjo int.

disjunction : A n B = 0

Partition : A subdivision of a set M into a disjoint system of subsets Ti is called
a partition of M. Every element of M is contained in exactly one of these subsets,
none of the subsets is empty, and the union of the subsets is the set M.

M = T 1 U T2 U ... U Tn

/\ /\ (i = m V TnT = 0)
i m I m

Example 2 : Disjoint systems of sets

indexed sets

disjoint system of sets

non-disjoint system

{a, b} A2 = {b, c, d}

{A 1, As}

{A 1, A2, As}

As = {d, e, f}

Set-valued expressions Set-valued expressions are the fundamental objects
of the algebra of sets. A sequence of symbols is called a set-valued expression if
it is formed according to the following syntactic rules :

(1) Every set value is an expression.

(2) If A and B are expressions, then A, (A n B), (A U B) and (A - B) are
also expressions.

(3) Only sequences of symbols formed by rules (1) and (2) are expressions.
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Valuation of a set-valued expression : A set value is either a set constant or
a set variable. A set constant is the representation of a specific set, enclosed in
curly brackets . A set variable is a character string which is replaced by a set
constant. A valuation for an expression is obtained by assigning a set constant to
each set variable in the expression. The operations contained in the expression
are performed for this valuation. The resulting value of the expression is a set.

Rules of calculation : If the set-valued expressions Y and Z are equal for all
valuations, the logical expression Y = Z is called a rule of calculation. The rules

of calculation follow from the definitions of the operations n ,U and - together with
the truth tables of the operators -', 1\ and v . The following expressions involving
the set variables A, Band C are rules of calculation of the algebra of sets.

idempotency AnA= A AUA = A

commutativity AnB= BnA AUB = BUA

associativity (A n B) n C = A n (B n C) (A U B) U C = AU (B U C)

distributivity A n (B U C) = (A n B) U (A n C) A U (B n C) = (A U B) n (A U C)

absorption A n (A U B) = A A U (A n B) = A

If A, Band C are subsets of M and all complements are formed with respect to M,
the following expressions are also rules of calculation.

identity AnM = A A U0 = A

invariance An0 = 0 AUM = M

reflexivity A c A A ;;;l A

extremality 0 !: A M ;;;l A

contraction AnB c A AUB ;;;l A

monotonicity A!: B = AnC c BnC A;;;lB = AUC;;;lBUC

complementarity AnA = 0 AUA = M

double complement A = A A = A

A;;;lB
-

antitonicity A!:B ee- A;;;lB = AI::;; B
- - --

De Morgan (A n B) = AUB (A U B) = AnB
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Introduction : There may be relationships between the elements of sets. The
order in which the sets are considered may be relevant in these relationships . Such
relationships are treated in the following, using the concepts of ordered pair, direct
product, relation and class.

Ordered pair : In a set, the order of elements is irrelevant, so that {a, b} = {b, a}.
Two elements a and b whose order is relevant are called an ordered pair. An or­
dered pair is enclosed in parentheses. The elements a and b may be contained
in different sets. Two ordered pairs (a, b) and (c, d) are equal if and only if a = c and
b=d.

ordered pair : (a, b) := {{a}, {a, b}}

a first component of the ordered pair (a, b)
b second component of the ordered pair (a, b)

equal pairs: (a, b) = (c, d) = (a = c) 1\ (b = d)

Cartesian product : Let the sets A and B be given. The set of all ordered pairs
(a,b) that can be formed using elements aEA and b e B is called the cartesian
product (direct product) of the sets A and B. The cartesian product is designated
by A x B (A times B).

A xB:= {(a,b)laEA 1\ bEB}

Relation : Let the sets A and B be given, together with an operation on the
elements a E A and b e B whose value is a logical constant. The value of the
operation for the ordered pair (a, b) in the product A x B is designated by aRb
(a is related to b) and is either true or false.

The subset R of pairs (a, b) for which aRb is true is called a relation on A and B.
Thus the relation is a set containing the pairs of elements for which the relationship
specified by the operation holds. The order of the elements a and b in the opera­
tion is relevant to the result of the operation.

R := {(a, b) E A x B I aRb}

Relation in M : The subset R ~ M x M of the cartesian product of a set with itself
for which aRb is true is called a relation in M. The relationships between the state­
ment values aRb and bRa of the pairs (a, b) and (b, a) determine the properties
of the relation. These properties are defined in the following for a, b, c E M.

R := {(a, b) E M x M I aRb}



www.manaraa.com

38 2.3 Relations

R is reflexive := /\ (aRa)
a

R is antireflexive := /\ (-' a Ra)
a

R is symmetric := /\ /\ (aRb = bRa)
a b

R is asymmetric := /\ /\ (a Rb = -.bRa)
a b

R is antisymmetric := /\ /\ (aRb /\ bRa = a = b)
a b

R is linear := /\ /\ (aRb v bRa)
a b

R is connex := /\ /\ (a ~ b = aRb v bRa)
a b

R is transitive := /\ /\ /\ (aRb /\ bRc = aRc)
a b c

Example 1 : The strict order relation for natural numbers

The strict order relation a < b in the set N of natural numbers is antireflexive, asym­
metric, connex and transitive.

Totality of a relation on A and B : The subset R~ A x B for which aRb is true
is a relation on the sets A and B. The subset of A for which there exists b e B such
that aRb is true is called the domain of R. The subset of B for which there exists
a E A such that aRb is true is called the codomain of R. The relation is said to be
left-total if its domain is A. The relation is said to be right-total if its range is B.
A relation which is left- and right-total is said to be bitotal.

R is left-total := /\ V (aRb)
a b

R is right-total := /\ V (aRb)
b a

R is bitotal := R is left-total /\ R is right-total

Uniqueness of a relation on A and B : A relation on A and B is said to be
left-unique if the statements aRb and cRb are true only for a = c. The relation
is said to be right-unique if the statements aRb and aRc are true only for b =c.
A relation which is left-unique and right-unique is said to be bi-unique.

R is left-unique := /\ /\ /\ (aRb /\ cRb = a = c)
a b c

R is right-unique := /\ /\ /\ (aRb /\ aRc = b = c)
a b c

R is bi-unique := R is left-unique /\ R is right-unique
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Relational diagram : A relational diagram shows three sets : the sets A and B
as well as the relation R. The elements of A and B are represented by different
symbols , for instance empty and filled circles . The elements of R are represented
by line segments. For R ~ A x B the elements a E A and b E B for which aRb is
true are joined by line segments . The following relational diagrams illustrate the
uniqueness of R.

A B A B A B A B
0 - 0 0 - 0 0-0 0-0

0 /
0 7: 0-0

0 0 0 07: 0 0 0 0

R general R left-unique R right-unique Rbi-unique
m : n relationship 1 : n relationship m : 1 relationsh ip 1 : 1 relationship

n-ary relation : A relation on two sets is called a binary relation. The concept of
a relation is extended to describe relationships among n sets. An arrangement of
n elements whose order is relevant is called an n-tuple. The n-tuple is defined
recursively using the ordered pair.

(x., X2'· ··,Xn) := ((Xl' X2, · .. ,Xn- l), xn)

The set of all n-tuples which can be formed using elements xj of the sets Mj with
i E {1, 2,....n} is called the n-ary (n-fold) product Ml x M2 x ... x Mn. If the sets Mj

are equal, the n-ary product is written as M" .

Let an operation on the a-tuple (Xl ' X2' ... , xn) be defined whose result is a logical
constant , designated by RXl X2 .. . Xn. The n-ary (n-place) relation R c Ml x .. . x Mn
is the subset of n-tuples (x., X2' .. . , xn) for which R Xl x2 xn is true.

R := {(Xl ' X2' · .. ,Xn) E Ml x M2 x ... x Mn I RXl X2 x.,}

Example 2 : The natural numbers a and b and their sum c = a + b form a ternary
(3-place) relation on r\j 3 :

R = {(a,b,c) E r\j 3 I c = a+b}
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2.4 TYPES OF RELATIONS

Every relation is a subset of a direct product. Relations often have additional prop­
erties. Relations with common properties belong to a type of relations. Some types
of relations are defined in the following. They lead to the concept of a class, which
is of central importance in the formation of models.

Identity relation : The set of all ordered pairs (a, a) in the product A x A is called
the identity relation I A in the set A.

I A := {(a,a) I a EA}

Dual relation : The set R-1 is called the dual (inverse) relation of the relation R
if the order of the elements in the ordered pairs (a, b) of R is exchanged in W 1.

w1 := {(b,a) I (a,b) ER}

Composition : Let a relation R on the sets A and B and a relation S on the sets

Band C be given. The set of ordered pairs (a, c) E A x C for which there is a com­
mon element in B is called the composition of Rand S . The order of Rand S is
relevant, as b is the second element of R and the first element of S. The composi­
tion is designated by S 0 R.

S oR := {ta.cj e Ax C I V (aRb 1\ bSc)}
b EB

Example 1 : Dual relation and composition

Let the sets A = {1, 2, 5} and B = {1, 3, 4} be given . Let the relation R be the
set of all pairs (a, b) with a E A and b e B for which a < b is true . The composition
of this relation with its dual relation does not yield an identity!

product
relation
dual relation
composition

AxB
:R
: R-1

R oR- 1

{(1 ,1), (1,3) , (1,4), (2,1), (2,3), (2,4), (5,1), (5,3), (5,4)}
{(1,3), (1,4) , (2,3), (2,4)}
{(3,1) , (4,1), (3,2), (4,2)}
{(3 ,3), (3,4) , (4,3), (4,4)}
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Equivalence relation : A relation E ~ M x M is called an equivalence relation
in the set M if it is reflexive, symmetric and transitive. The elements x and y of the
set Mare said to be equivalent if the set E contains the pair (x, y) ; this relationship
is designated by x -y or xEy.

E is reflexive

E is symmetric

E is transitive

x-x

x - y

x-y

~ y-x

/\ y-z ~ x-z

Equivalence class : A subset of a set M is called an equivalence class in M if
the elements of the subset are pairwise equivalent. An equivalence class is
designated by choosing an arbitrary element a of the class and enclosing it in
square brackets [a]. The selected element a is called a representative of its class.

[a] { x E M I (a, x) E E }

Partitioning by equivalence : The equivalence classes in a set M for a given
equivalence relation E form a partition of M :

(1) Every element x of the set M is contained in at least one equivalence class,
since (x, x) is an element of the reflexive relation E.

(2) None of the equivalence classes [x] is empty, since (x, x) E E and hence at
least x itself is an element of [x].

(3) Every element z of the set M is contained in exactly one equivalence class.
In fact, if z isan element of the classes [x] and [y], then since E is symmetric
and transitive z -x and z -y imply x - z and x -y; hence [x] = [y].

Quotient set : The set of equivalence classes of a set M for an equivalence
relation E is called a quotient set and is designated by M/ E (M modulo E). A
subset R c M is called a system of representatives of the quotient set M/ E if it
contains exactly one representative from each class of M/ E.

M/E := {[x] I XE M }

Example 2 : Parallel lines

Let a set M of lines in a plane be given. Let the lines be parallel either to the x-axis
or to the y-axis. Let two lines be equivalent if they are parallel. The relation "Line
a is parallel to line b" has the properties of an equivalence relation :

Reflexivity Every line is parallel to itself.

Symmetry If line a is parallel to line b, then b is also parallel to a.

Transitivity If line a is parallel to line b and line b is parallel to line c,
then a is also parallel to c.
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The equivalence relation is derived from the abstraction "direction of a line". It
partitions the set M into two equivalence classes. One class contains all lines which
are parallel to the x-axis. The other class contains all lines which are parallel to the
y-axis. A system of representatives contains one line parallel to the x-axis and one
line parallel to the y-axis.

Closure : A relation H \: A x B is called a closure of the relation R \: A x B if
elements of the set R enter into the rule for forming the set H. The closure H of a
relation R is designated by <R> x' The symbol x stands for the properties of the
relation R which enter into the rule for H.

Symmetric closure : The relation R \: M x M in the set M is generally not
symmetric. The symmetric closure <R> 5 of R is formed by letting every element
(x, y) E R and its dual element (y, x) be contained in the closure. The symmetric
closure <R> 5 is an extension of R.

<R> 5 : = {(x, y) I (x, y) E R v (y, x) E R}

Connection : Consider the relation R \: M x M in the set M. An n-tuple (x 1' x2 , ... ,

xn) E Mn is called a connect ion of the elements a and b by R in M if all ordered
pairs (x, xi+1) are contained in the relation Rand x1 = a, xn = b. The number
n -1 of ordered pairs is called the length of the connection. For given elements
a, b in M , there may be several connections with equal or different lengths. The
statement 'T he elements a and b are connected by R " is designated by aVRb.

VR {(x1 ' x2" " 'xn) I . 1\ «(xj 'x j + 1 ) E R)}
IE {1•...•n - 1}

aVRb:= V (x, = a 1\ xn = b)
(x, ,...,x. )E vA

Transitive closure : The relation R c M x M in the set M contains only binary
connections. The transitive closure <R>t of R contains all ordered pairs (a, b) E M2

which are connected by R. The transitive closure <R>t is an extension of R.

<R>t := {(a, b) E M2 I aVRb}

Reflexive transitive closure : If a relation R \: M x M is not reflexive, then its
transitive closure <R> t is not reflexive either. The reflexive transitive closure <R> rt
of R is formed by adding all ordered pairs (a, a) E M2 to the transitive closure.

<R>rt := {(a, b) E M2 I (a, b) E <R>t V a = b }

Reflexive symmetric transitive closure : The reflexive transitive closure of the
symmetric closure of a relation R \: M x M is called the reflexive symmetric transi­
tive closure <R> rst of R. This closure is an equivalence relation and can therefore
be used to classify the elements of M.

<R>rst := {(a, b) E M2 I (a, b) E «R>s>t v a = b}
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Example 3 : Component problems

Let M be the set of parts and partially assembled units which occur in the assembly
of a steel construction. These parts and partial assemblies are called components
of the assembly. The statement "Component Xl is directly necessary for the as­
sembly of component x2" leads to the component relation R ~ M x M. Let the set
R be given. The value of the statement "Component Xl is directly or indirectly
needed for the assembly of component x2" is to be determined. The statement is
true if (X l,X2) is an element of the transitive closure <R>t of the component rela­
tion.

Example 4 : Train connections

Let M be a set of railway stations. The statement "A train goes non-stop from
station Xl to station x2" leads to a traffic relation R ~ M x M. Let the set R be
given. The value of the statement "There is a train connection from station Xl to
station x2" is to be determined. This statement is true if (X l,X2) is an element of
the transitive closure <R>t of the traffic relation.
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2.5 MAPPINGS

Introduction : Relations generally do not establ ish unique relationsh ips be­
tween the elements of sets. However, in many applications it is convenient to
assign to each element of a set A exactly one element of a set Z. The same element
of Z may be assigned to different elements of A. Relations of this type are called
mappings. If A and Z are sets of numbers, the term "function" is often used instead
of the term "mapping".

Mapping : A relation f !:: A x Z is called a mapping if it is left-total and right­
unique. The following notation is used:

f: A ~ Z f is a mapping from A to Z
A domain of f
Z target of f

Image of an element : If the mapping f assigns the element z E Z to the ele­
ment a E A , then z is called the image of a under the mapping f. The element a
is called a preimage (inverse image) of z. The following notation is used :

f : a~ z or f(a) = z

Arrow diagram Mappings are depicted using arrow diagrams. Every element
of the domain is the starting point of an arrow. The arrow points to the image in the
target.

a b c d

domain A : 0 0 0 0

mapping f : A -- Z

target Z 0 0 C! 0
f(a) f(b) f(c) = f(d)

Fiber : Every element a of the domain A of a mapping f : A ~ Z has a unique
image f(a) in Z. An element z of the target Z may have zero, one or several pre­
images. The set of all preimages of an element z in the target is called the fiber
of f over z and is designated by f-1(z).

f- 1(z) := {x E M I f(x) = z}

domain A :

target Z

o 0 0 0 fiber f- 1(z)
I I

o 0 C! 0 image z
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Imageof a subset : Let 8 be a subset of the domain A. The set of images of the
elements of 8 under the mapping f : A ~ Z is called the image of the subset 8
and is designated by f (8) .

f(8) := { Z E Z Z = f (x) /\ X E 8 }

domain A : 0 0 0 0 subset 8

I I 1/
target Z 0 0 (f 0 image f(8)

Preimageof a subset : Let U be a subset of the target Z. The union of the fibers
of the elements of U under the mapping f : A ~ Z is called the preimage of the
subset U and is designated by f-1(U) .

domain A :

target Z

o 0 0 0 preimage f- '(U)

I I 1/o 0 (f 0 subset U
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2.6 TYPES OF MAPPINGS

Introduction : All mappings are left-total and right-unique relations. Mappings
often have additional properties. Mappings with common additional properties be­
long to a type of mappings. Types of mappings are often defined accord ing to the
effect of successive mappings. Some types of mappings are described in the
following.

Injective mapping : A mapping f : A --+ Z is said to be inject ive (an injection)
if two different elements a ;e b of the set A always possess two different images
f(a) ;e f(b). An injection is a left-total, bi-unique relation. From f(a) = f(b) it follows
that a = b.

o

Io

o

Io

o
Io o

A

~ f

Z

o

Io

o 0

1/
(f 0

A

~ f

o Z
injection not an injection

A

~ f

Z

Surjective mapping : A mapping f : A --+ Z is said to be surjective (a surjection)
if each element of the target Z is the image of at least one element of A. A surjection
is a bitotal , right-unique relation . An element Z E Z may be the image of more than
one element in A .

0 0 0 0 A 0 0 0 0 A
/

f f

cfc!
,., ,.,

0 cf /

Z 0 C! Z
surjection not a surjection

Bijective mapping : A mapping f: A --+ Z is said to be bijective (a bijection) if
every element of Z is the image of exactly one element of A. A bijection is a bitotal ,
bi-unique relation. The number of elements in A and Z is the same .

000 A 000

I I I It I I /
o 0 0 Z 0 (/ 0

bijection not a bijection

Permutation : A bijective mapping p: A --+ A of a set to itself is called a permuta­
tion . The permutations of the set {a, b, c} are the following sets:

p 1 {(a,a), (b,b), (c,c)} P4 {(a,a), (b,c), (c,b)}

P2 {(a,c), (b.a), (c,b)} P5 {(a,b), (b,a), (c,c)}

P3 {(a,b), (b.c), (c,a)} P6 {(a,c), (b,b), (c,a)}
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Identity mapping : A permutation 1A : A --+ A is called an identity mapping if
each element a E A is its own image 1A (a) :

1A: A --+ A with 1A (a) = a

Equal mappings The mappings f : A --+ Z and g: A --+ Z are said to be equal
if the images f(a) and g(a) are equal for every element a E A

(f = g) := 1\ (f(a) = g (a))
a EA

Constant mapping : The mapping f: A --+ Z is called a constant mapping to the
value c if all elements of the set A have the same image c in the set Z :

f: A --+ Z is constant := V 1\ (f(a) = c)
e EZ a EA

Composition : A mapping g 0 f : A --+ C is called the composition of the
mappings f and g if first the mapping f: A --+ B is applied and then the mapping
g: B --+ C is applied. For every element a E A, first the image b = f (a) is deter­
mined . For the element b e B, the image c = g(b) in C is then determined. Com­
position of mappings is associative, but generally not commutative.

g 0 f : A --+ C with c = g (f (a))

h 0 (g 0 f) = (h 0 g) 0 f

Commutative diagram : The relationships between the mappings in a composi­
tion are represented in arrow diagrams. A diagram of mappings is said to be com­
mutative if all compositions with the same domain and target are equal.

Example 1 : Commutative diagram

E

f2

Applying the mapping f2 : B --+ C after the mapping f1 : A --+ B and applying the
mapping f4 : 0 --+ C after the mapping f3 : A --+ 0 leads to the same mapping.
The mapping f5 : 0 --+ E and the composition of the mapping f6 : C --+ E with the
mapping f4 : 0 --+ C also coincide.

f2 0 f1 = f4 0 f3
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Establishing the type of a mapping : A mapping f :A -.. Z is injective if and only
if there is a mapping 9 : Z -.. A such that the composition go f is the identity map­
ping 1A. The mapping f is surjective if and only if there is a mapping 9 : Z -.. A such
that the composition fog is the identity mapping 1z- If f is injective and surjective,
then f is bijective.

f: A -.. Z is injective = V (g: Z -.. A f\ g of=1 A )
9

f : A -.. Z is surjective = V (g: Z -.. A f\ f og=1 z)
9

f: A -.. Z is bijective = V (g: Z-..A f\ gof=1 A f\ fog = 1z)
9

Inverse mapping : For every bijective mapping f : A -.. Z there is an inverse
mapping f-1: Z -.. A. From f(a) = z it follows that f-1(z) = a. If a mapping f is
not bijective, it does not possess an inverse mapping.

A f Z

@------.Q)

®------.®
cv-------.®
mapping

Z f-1 A

0)----.0

~

®-----+0
inverse mapping

Example 2 : Composition of mappings and inverse mappings
Let the permutations f and 9 of a set {1, 2, 3, 4} be given :

f = {(1 ,2), (2,3), (3,4), (4,1)}

9 = {(1 ,3), (2,4), (3,2), (4,1)}

The two mappings are bijective and possess the following inverses :

f-1 = {(1 ,4), (2,1), (3,2), (4,3)}

g-1 = {(1 ,4), (2,3), (3,1), (4,2)}

The compositions 9 0 f and f og are different :

g(f(1)) g(2) 4 f(g(1)) f(3) 4

g(f(2)) g(3) 2 f(g(2)) f(4) 1

g(f(3)) g(4) 1 f(g(3)) f(2) 3

g(f(4)) g(1) 3 f(g(4)) f(1) 2

9 0 f = {(1 ,4), (2,2), (3,1), (4,3)}

fog = {(1 ,4), (2,1), (3,3), (4,2)}

The composition of f and f-1 is the identity mapping :

f- 1
0 f = f 0 f- 1 = {(1, 1), (2,2), (3,3), (4,4)}
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Sequence : A mapping of elements from the set N of natural numbers to a set M
is called a sequence of elements from M. If an element of M is assigned to every
natural number, the sequence is said to be infinite. If a segment {1, 2,...,n} of N is
mapped to M, the sequence is said to be finite. If a sequence maps the natural
number n to the element an, the sequence is designated by <an>. The members
of a sequence are distinguished by their indices .

Example 3 : Sequence of characters

The character string "motor" may be viewed as a sequence of characters, namely
a mapping from the natural numbers {1, 2, 3, 4, 5} to the set of characters of the
lowercase alphabet.

··· 0

subset of N

~ f

alphabet

Canonical mapping : The surjection from a set M to its quotient set M I E for a
given equivalence relation E is called a canonical mapping of M. The image of the
element a E M is the equivalence class [a].

k: M --+ M IE with k(a) = [a]

Example 4 : Canonical mapping of marbles

Let a set M = {a, b, c, d} of marbles be given. Let the marbles a and d be white,
and let the marbles band c be black. The equivalence relation "of the same color"
partitions the set M into the color classes {a, d} and {b, c}. The colors a and care
chosen as representatives of the classes. The canonical mapping k: M --+ M I color
maps the marbles to the color classes as follows :

k(a) = [a]

k(d) = [a]

k(b) = [c]

k(c) = [c)

Restriction of a mapping : A mapping g : S --+ B is called a restriction of the
mapping f: A --+ B if S is a subset of Aand the images f(s) and g(s) of every element
s of S coincide. The restriction of f to the set S is designated by f I S (f restricted
to S).

f I S = {s E A I s E S /I. f (s) = g (s)}
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Example 5 : Restriction of a surjective mapping f : A -- B to S = {1,4}

mapping f : A -- B mapping f I {1,4} : S -- B

Continuation of a mapping A mapping h: M -- B is called a continuation of
the mapping f : A -- B if f is the restriction of h to the set A.

h: M -- B is a continuation of f : A -- B := f = h I A

Projection of a product set : Let the index set of the cartesian product
Ml x ... x Mn be I = {1 ,...,n}. Let the index set K = {i. , ..., im} be a subset ofI, so
that ik E I and rn s n. The surjection Pk from the product M. x ... x Mn to the prod­
uct Mi x ... x Mj is called the projection of the product set Ml x ... x Mn with

1 m
respect to the index set K.

~ Mj x Mj x ... x Mj1 2m

Function : The concept of a function is defined differently in mathematics and
computer science. A mapping f : A -- Z is called a mathematical function if the
elements of the sets A and Z are numbers. The set A is called the domain of the
function f. The set Z is called the target (codomain) of the function f. The mapping
rule f(a) is called the function term. The equation z = f(a) is called the functional
equation. The image of a given element x E A is called the function value f (x) for x.
The function value is thus a valuation of the function term.

Example 6 : Real function of one real variable

If the sets A and Z are subsets of the set R of real numbers, then f: A -- Z is called
a real function of one real variable.

Functions of several variables : A mapping f : A -- Z is called a mathematical
function of n variables if A ~ Rn and Z c Rm are product sets. For m = 1, the
function f is called a scalar function. For m > 1, the function is called a vector
function.
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Introduction : The number of elements in a finite set is described by a natural
number. This concept cannot be extended directly to infinite sets (for instance to
the set of natural numbers). Infinite sets are collect ions which are never completed
by successively adding their elements , and which can therefore never be com­
pletely enumerated. The concept which corresponds to the number of elements
of a finite set for general (finite or infinite) sets is the cardinal number (cardinality)
of a set. Different kinds of infinite sets may possess different cardinal numbers.
Cardinal numbers and operations on cardinal numbers are treated in the following .

Equipotency : Two sets A and B are said to be equipotent (equinumerous, equi­
pollent) if there is a bijective mapping f: A ~ B. Equipotency is designated by
A - B (A is equipotent with B). Due to the properties of bijective mappings, the
equipotency relation - is an equivalence relation :

- is reflexive The mapping f : A ~ A with f(x) = x is bijective
A -A

- is symmetric

- is transitive

f : A ~ B is bijective = f-1: B ~ A is bijective
A-B=B -A

f : A ~ B is bijective /\ g : B ~ C is bijective =
h : A ~ C with h = g 0 f is bijective
A-B /\ B-C = A -C

Example 1 : Equipotent sets

The finite sets A = {1 , 3, 6, 7, 8} and B = {a, b, d, i, m} are equipotent , since there
is a bijective mapping f : A ~ B. The infinite sets N = {O, 1,2,3, ... } and Z =
{ 0, 4, 8, 12,... } are also equipotent , since there is a bijective mapping g : N~ Z with
f(x) = 4x. The sets A and N have different cardinality, since A is finite and hence
there is no bijective mapping from A to N.

Cardinal numbers : In a given system M = {A, B, ...} of sets, the quotient set
M/ - with respect to the equivalence relation - (equipotent) is formed. An ele­
ment of the quotient set M / - is called a cardinal number (cardinality) of the given
system of sets. The canonical mapping card : M ~ M/ - assigns a cardinality
card (A) to each set A E M. The cardinal ity of A is alternatively designated by [A]
or by IAI.

Finite and infinite sets : Using the concept of cardinality, the concepts of a finite
set and an infinite set are defined without reference to the natural numbers . A set
M is said to be infinite if there is a proper subset A c M which is equipotent with M,
that is A - M or card (A) = card (M). Otherwise the set M is said to be finite. The
cardinal number of a finite set is said to be natural , the cardinal number of an infinite
set is said to be transfinite .
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Example 2 : Finite and infinite sets

The set N in Example 1 is infinite, as it contains the equipotent proper subset Z.
By contrast, the sets 0, {a} and { 3,6,7} are finite.

Operations on cardinal numbers : Operations in the set of cardinal numbers
of a given system of sets are defined as follows (without proof of compatibility) :

(1) The sum of the cardinal numbers of disjoint sets A and B is the cardinal
number of the union of A and B :

An B = 0 ~ card (A) + card (B) = card (A u B)

(2) The product of the cardinal numbers of the sets A and B is the cardinal
number of the cartesian product of A and B :

card (A) . card (B) = card (Ax B)

(3) The power card (B) of a cardinal number card (A) is the cardinal number of
the set of all mappings from B to A:
card (A)card (B) = card (AB)

AB := {flf:B--+A}

Countable set : A set M is said to be countable if there is an injection f : M --+ N
from the set M to the set N = {O,1,2, ... } of natural numbers. Otherwise the set is
said to be uncountable. A countable set may be finite or infinite.

M is countable := V (f: M --+ N is injective)
f

Properties of countable sets

(A1) The cartesian product N x N of the set N = {O, 1,2, ... } of natural numbers
is countable.

(A2) For every injection f : A --+ B with A ~ 0 there is a surjection g : B --+ A such
that g 0 f = 1A.

(A3) If the set A is countable and the mapping f : A --+ B is surjective, then the set
B is countable.

(A4) Every subset of a countable set is countable.

(A5) If the sets A and B are countable, then their cartesian product A x B is
countable.

(A6) A countable union of countable sets is countable.
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Proof : Properties of countable sets

(A1) The product N x N is countable if the mapping f : N x ~ N defined by
f(a, m) = (2a + 1)2m - 1 is an injection. By definition, the mapping f conta ins
exactly one element k EN for every element (a, m) EN x N. For every kEN
there is an element (a, m) E N x N :

(a) If k is even , then m = 0 and 2a = k.

(b) If k is odd, then k + 1 = (2a + 1)2 m is even . Divide k + 1 by 2 until an odd
number v results. This determines m > 0 and 2a = v - 1.

The numbers k1 = (2a + 1)2 m - 1 and k2 = (2b + 1)2 n -1 are equal if and
only if a = b 1\ m = n :

k1 = k2 = (2a+1)2m = (2b+1)2n = a=b 1\ m=n

Since every element k E N has a unique preimage (a, m) E N x N, the map­
ping f is injective. It is even bijective!

(A2) Let the injection f : A~ B be given . To construct the surjection 9 : B~ A, an
arbitrary element a E A is chosen. Then g(y) for an arbitrary element y E B
is defined as follows :

y E f(A) g(y) = f-1 (y)

Y rt f(A): g(y) = a

For an arbitrary element x E A, this yields :

y := f(x) = 9 0 f(x) g(y) with YE f(A)
= f-1(y)

= X

(A3) Let the surjective mapping f : A~ B of a countable set A be given. Since A
is countable, there exists an injection 9 : A~ N. For every element y E B, let
Sy := {x E A I x E f-1(y)}. The least element of the image g(Sy) is determined
and designated by my. Then the mapping h : B~ N with h(y) = my is an
injection. Hence the set B is countable.

(A4) By definition, there is an injection 9 : A~ N for every countable set A. For a
subset B k A, this induces a restricted injection gB: B~ N. The set B is
countable by virtue of the injection gB'

(A5) For the countable sets A and B there are injections f : A~ N with f(a) = n1

and 9 : B~ N with f(b) = n2 . Hence there is an injection h : A x B~ N x N
with h(a,b) = (n 1,n2) . By property (A1) , there is an injection i : N x N~ N.
The composition i 0 h : A x B~ N is an injection. Hence A x B is countable.
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(A6) Let the set A ¢ 0 be countable. Let a countable set Xa be def ined for every
a E A. Since A and every Xa are countable, there are surjections fa : --+ Xa
and g : N --+ A. The mapping h is defined as follows :

h : N x N --+ U {X a I a EA} with h(n, k) = fg(n) (k)

Thus h is surjective. Since N x N is countable, it follows from (A3) that the
union U Xa is countable.

Example 3 : Countability of the rational numbers

The set Q of rational numbers is countably infinite, since a bijective mapping
f : N --+ Q may be obtained using the following scheme. The vertices represent all

fractions V. The natural numbers {O,1,2 ,...} are assigned as illustrated to the
vertices which correspond to the normal form of a rational number. The mapping
f : N --+ Q with f(n) = Vis bijective. Hence Q and N are equipotent.

x = 0

y =1

2

3

4

5

o
00

000
0000

o natural number

Example 4 : Uncountability of the open unit interval

The uncountability of the open unit interval J = {x E R I O < x < 1} is proved indi­
rectly by proceeding from the assumption that J is countable. In this case there is
a bijective mapping f : N --+ J from the natural numbers n to the infinite decimal

fractions xn.

f(1)

f(2)

f(3)

O,Z11 z1 2 Z13 .•.

O,z21 Z22 Z23 .. .

O,Z31 Z32 Z33 .. .

Zjm E {O,1 ,2,3,4,5,6,7,8,9}

A number y = O. b, b2 b3 ... in the interval J is formed such that every digit bi dif­

fers from the digit Zji of the number Xi' A possible choice is b j : = 1 for Zjj = 0 and
bj := 0 for Zjj ¢ O. Then y is not contained in the enumeration. This is a contradic­
tion , since y lies in the interval J. Hence the open unit interval is uncountable. The
method of proof used here is called the diagonal method.
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Example 5 : Uncountability of the real numbers

The set R of real numbers is uncountable, since there is a bijective mapping from
the open unit interval J to the real numbers. The sets J and R are therefore
equipotent. In Example 4, the set J is shown to be uncountable.

f :J--+ R with f(x) = x - 0.5
x(x - 1)
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2.8 STRUCTURES

Introduction : Mathematics comprises numerous fields, whose boundar ies have
historical origins. The sets and relations of different fields have common proper­
ties. If mathematics is classif ied according to these properties, basic algebraic ,
ordinal and topological structures become apparent. From these basic structures
and additiona l axioms, the mixed structures and the fields of mathematics are de­
rived. These connections are highly relevant to engineering , since the computer
provides only basic structures for the solution of engineer ing problems.

Unstructured set : A set is said to be unstructured if there are no relations de­
fined in it. All sets are initially unstructured when they are defined. In particular, the
order in which elements are enumerated in the definition of the set is irrelevant.

Domain: The ordered pair (M; R) of a set M = [a.; . .. , am} of elements and
a set R = {R l , ... , Rn} of relations is called a domain (structured set). The
relations in R provide the set M with structure . The compat ibility of the relations in
R is ensured by rules for the domain . The rules of compatibility determine the
theory of the domain .

Basic structures : A family of domains with similar relations is called a basic
structure . The following basic structures have emerged in mathemat ics:

algebraic structure

ordinal structure

topological structure

the relations describe relationships between elements
of the given sets

the relations describe relationships between elements
and subsets of the given sets

the relations describe relationships between subsets
of the given sets

Mixed structures : A domain equipped with relations from more than one basic
structure possesses a mixed structure (multiple structure) . The compatib ility of the
relations of a mixed structure is ensured by rules for the domain.

Derived structures : New domains are derived from a domain (M ; R) byequip­
ping the sets S k M, Mn and M/E derived from M with similar relations.

substructure

product structure

quotient structure

certain relations in R are restricted to subsets S k M.

a cartesian product Ml x ... x Mn of similarly structured
sets is equipped with the common structure R.

the quotient set M / E for an equivalence relation E is
equipped with the structure of M.
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Example 1 : Basic algebraic structure of the natural numbers

The domain (N ; + , • ) consists of the set N of natural numbers, together with the
relations add ition (symbol + ) and multiplication (symbol. ). The relations + and •
are made compatible by the distributive law.

a • (b + c) = (a • b) + (a. c)

Example 2 : Mixed structure of the rational numbers

The domain (1fJi ; + , . , :5 , d) is a mixed structure on the set IfJi of rational numbers.
The domain (1fJi ; + , • ) is the basic algebraic structure of the rational numbers. The
domain (1fJi ; :5) is the basic ordinal structure of the rational numbers. The domain
(1fJi ; d) with the distance metric d is the basic topological structure of the rational

numbers.

Example 3 : Addition of vectors

The domain (Z ; +) equips the set l of integers with the relation of addition. An

n-tuple (Z1' Z2' ... , zn) in the product l n is called a vector. The relation of addition
(symbol +) is defined for a vector by applying the relation + of the domain (Z ; +)
to each component of I n. The domain (I n ; +) is thus derived from the domain
(I ; +).

+ := {(a, b, c) I a j = bj + cj /\ i E {1 ,2 , ..., n}}

Structurally compatible mapping : For a mapping f : A --+ Z, the sets A and Z
may be components of domains, for instance (A ; +) and (Z ; +). The mapping f is
said to be compatible with the structure of the domains if the image f (a, + a2) of
the sum of two elements a1 and a2 from A is equal tothe sum of their images f (a.)
and f (a 2 ) in the target Z. A structurally compatible mapping preserves essential
properties of the domain A in the target Z. The target Z may therefore be used to
study the structure of the domain A. This bears a particular advantage if the num­
ber of elements in the image f (A) is significantly less than the number of elements
in A.

Morphism : A mapping f: A --+ Z from the set of a domain (A; Ra ) to the set

of a domain (Z ; Rz ) is called a morphism if the rule f (a) of the mapping is structur­
ally compatible. If the ordered pair (a, b) of the elements a,b E A is contained in the
relation Ra , then for a structurally compatible mapping the ordered pair (f(a) , f(b))
of the images f(a), f(b) E Z is contained in the relation Rz .
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Isomorphism : The concept of isomorphism allows the structures of different
domains to be compared. The domains (A ; Ra ) and (Z ; Rz ) are said to be
isomorphic if there is a morphism f: A ->0 Z whose inverse r ' .Z ->0 A is also a
morphism. Since the mapping f is bijective , the correspondence between the
elements of A and Z is one-to-one.

Automorphism : An isomorphism f: A ->0 A is called an automorphism, since the
domain (A; Ra ) is mapped to itself.

Example 4 : Isotonic mapping as an example of a morphism

Let two sets M1 and M2 be given, and let both sets be equipped with a relation <.
A mapping f: M1 ->0 M2 is said to be isotonic if Xl < x2 implies f(x 1) < f(x 2) . The
tsotonicmapplnqfrom me domaln tjvlj ; <)tothedomain(M 2 ; <) isamorphism
which preserves the property "ordered set".



www.manaraa.com

3 ALGEBRAIC STRUCTURES

3.1 INTRODUCTION

A set is equipped with an algebraic structure by defining operations on elements
of the set. The operands may also belong to different sets. The type of the sets
considered determines the branch of algebra, for example:

boolean algebra for truth values

algebra of numbers for sets of numbers

algebra of sets for subsets

vector algebra for vector spaces

Computers can perform the basic algebraic operations for truth values and differ­
ent types of numbers directly. Algebraic structures are therefore very important in
engineering applications of computers. The properties of other structures which
cannot be handled directly by a computer are studied on the computer using prop­
erties of related algebraic structures.

This chapter provides an overview of algebraic structures. The definitions of inner
and outer operations and the properties of these operations are of fundamental
importance. Semigroups and groups are domains typical for sets with one opera­
tion; semirings, rings, fields and lattices are domains typical for sets with two op­
erations. Outer operations lead to vector spaces and matrix algebra. Important
subjects such as group theory and graph theory are treated in separate chapters.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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3.2 INNER OPERATIONS

Inner operation : The elementary algebraic structure of a set is provided by the
inner operation on the elements of the set. To every ordered pair (a, b) of the direct
product M x M, an inner operat ion assigns exactly one element c of the set M. An
inner operation in a set M is therefore a mapp ing f from M x M to M. This mapping
is by definition left-total and right-unique.

f : M x M ---'> M with f (a, b) = c and a, b, c E M

An operator symbol is often used instead of a letter to designate an inner operation.
In this case , the mapping is represented as follows:

0 : M x M ---'> M with a 0 b = c and a, b, c E M

Associative operation : An operation 0 in a set M is said to be associative if
the result of two successive operations does not depend on the order in which the
operations are performed.

(a 0 b) 0 c = a 0 (b 0 c) a, b, c E M

Commutative operation : An operation 0 in a set M is said to be commutative
if the order of the elements a and b in the operation a 0 b does not influence the
result of the operation.

a e b = b oa a, b e M

Identity element : An element e of the set M is called the identity element of
the domain (M; 0) if every element a of M remains invariant when operated on
with e. There is at most one identity element for an inner operation. For if e1 and
e2 are two identity elements, then e10 e2 = e1 = e2 shows that they are equal.

e is an identity element := 1\ (a 0 e = e 0 a = a)
aEM

Inverse : An element a- 1 of a set M is called the inverse of the element a in
the domain (M ; 0) if the inner operation yields the identity element e of (M ; 0) when
applied to a and a- 1. If a certain element a possesses an inverse a" , then this
is unique in M. In fact, if x and yare two inverses of a, then it follows from
x = e 0 x = y 0 a 0 x = y 0 e = y that they are equal.

a-1 is the inverse of a := a 0 a-1 = a-l oa = e

Rules of calculation for invertible elements: In a domain (M ; 0) with the iden­
tity element e, the following rules of calculation hold for the invertible elements of
(M ; 0) :
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(1) The identity element e is invertible.

e-1 = e

(2) If the element a E M is invertible, then its inverse a-1 is also invertible.

(a-1 r' = a

(3) If the elements a, b E M are invertible, then a 0 b is also invertible.

(a 0 b r 1 = b -1 0 a-1

Powers of an element : Let (M ; 0) be a domain with an associative operation
and an identity element e. If n is an integer and a is an invertible element, then
the n-fold product of a with itself is called the n-th power of a.

n > 0 : an a 0 a 0 .. . 0 a n times

n 0: an e

n < 0: an a-1 0 a-1 0 ... 0 a-1 Inl times

Rules of calculation for powers : Let (M ; 0) be a domain with an associative
and commutative operation and an identity element e. Let the elements a and b
of M be invertible. Then the following rules of calculation hold for the integers m

and n :

(1) am oan

(3) am 0 b"

(2) (am) n

(4) (a 0 b)" an 0 bn

Idempotency of an element Let (M ; 0) be a domain with an associative opera­
tion. An element a E M is said to be idempotent if operating on a with itself again
yields a . This definition implies that every power an of an idempotent element a
with n > 0 is itself idempotent.

a is idempotent := a2 = a 0 a = a

Nilpotency of an element : Let (M ; 0) be a domain with an associative operation
and an identity element e. An element a is said to be nilpotent if there is a positive
integer m such that am = e. If an element is nilpotent, the least positive integer n
with an = e is called the degree of nilpotency of a .

n-1
a is nilpotent of degree n := (an = e I /\ ak ;r e)

k~l

An element a is said to be self-inverse if it is its own inverse, that is if a = a-1.

A self-inverse element is nilpotent of degree n = 2.

a is self-inverse := a2 = a 0 a = e
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Notation as a product or sum : Inner operations are represented either as a
product using the symbol 0 or as a sum using the symbol +. In the product nota­
tion, the identity element e is designated by 1, in the sum notation it is designated
by o.The inverse of the element a is designated by a-1 in the product notation and
by -a in the sum notation . The n-fold application of the operation to an element
is designated by an in the product notation and by na in the sum notation. The
meaning of the expressions is independent of notation.

rules of calculation (inverse) 1-1 = 1 -0 = 0

(a-1) -1 = a -(-a) = a

(a 0 b)-l = b-1 0 a-1 - (a + b) = (-b) + (-a)

rules of calculation (n-told) am o an = am+ n ma s na = (m-s ru a

(am)n = amn m(na) = (mn)a

am 0 bn = bn 0 am rna « nb = nb+ ma

(a 0 b)" = an 0 b" n (a+ b) = na s-nb

idempotent a oa = a a+a = a

self-inverse a oa = 1 a+a = 0
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Introduction : The simplest algebraic structures consist of a set and one inner
operation.An algebraicstructure is definedby stipulatingcertain propertiesfor the
operation by definition. In the following these properties are called the defining
propertiesof the structure.The rulesfor the structureare derived from the defining
properties.The defining properties and the rules form the theory of the algebraic
structure.

This section is an introduction to the theory of semigroups and groups. The sum
notation with the symbol + for the inner operation is used. The product notation
with the symbol 0 is also used in the literature.As explainedin Section3.2, the two
notations are equivalent. The algebraic rules for semigroups and groups are for­
mulated and deduced from the defining properties. Their applicability is demon­
strated for numbers, sets, relations and geometric shapes.

Semigroup : A domain (M ; +) with the inner operation + in the set M is called
a semigroup if :

(1) The operation + is associative for all elements of M.

A semigroup (M ; +) is said to be commutative if the operation + is commutative
for all elements of M. A semigroup (M ; +) is said to be idempotent if all elements
of M are idempotent. A commutative and idempotent semigroup is also called a
semilattice.

Semigroup with identity element : A domain (M ; +) with the inner operation
+ in the set M is called a semigroup with identity element (monoid) if in addition
to (1) :

(2) The set M contains an identity element for the operation +.

Group : A domain (M ; +) with the inner operation + in the set M is called a
group if in addition to (1) and (2) :

(3) The set M contains an inverse -a for every element a of M.

A group (M ; +) issaid to be commutative(abelian)if the operation + is commuta­
tive for all elementsof M. A group (M ; +) is said to be self-inverse if all elements
of M are self-inverse.
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Rules for idempotent semigroups : Idempotent semigroups with an identity
element are particularly important in applications. The defining properties imply
the following algebraic rules :

(1) If (M ; +) is an idempotent semigroup with the identity element n, then there
is no inverse for any a ~ n.

(2) If (M ; +) is an idempotent semigroup with the identity element n, then
a+b=n implies a=b=n.

a-l-b = n a=n 1\ b=n

(3) If (M ; +) is an idempotent semigroup with more than one element, then
(M ; + ) cannot be a group.

Proof : Rules for idempotent semigroups

(1) By definition, a semigroup (M ; + ) is idempotent if a + a = a for all elements
aEM. If a possesses an inverse (-a), then a=a+n and n=(a+(-a))
together with the idempotency a + a = a and the associative law imply that
a = a + n = a + (a + (-a)) = (a + a) + (-a) = a + (-a) = n. Hence the identity
element is the only element which has an inverse.

(2) Since a + b = n, it follows that a is the inverse of band b is the inverse of a.
However, by (1) there is no inverse for a ~ n. Hence a + b = n holds only for
a = nand b = n.

(3) By definition, in a group (M ; +) every element a E M has an inverse (-a).
However, by (1) an idempotent semigroup (M ; +) contains no inverse for
any element a ~ n. Hence an idempotent semigroup with more than one ele­
ment cannot be a group.

Rules for groups : The defining properties for groups imply the following alge­
braic rules:

(1) If (M ; +) is a group, the following cancellation laws hold:

a+b=a+c = b=c

b+a=c+a = b =c

(2) If (M ; + ) is a group, every equation has a unique solution :

a+x = b x = (-a)+b

x+a = b x = b+(-a)

(3) If (M ; + ) is a commutative group, the equations a + x = b and x + a = b have
the same solution.

(4) If (M ; +) is a self-inverse group, then it is commutative.
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Proof : Rules for groups

(1) Operating on the equation a + b = a + c with (-a) from the left yields
(-a) + (a + b) = ((-a) + a) + b = b for the left-hand side of the equation and
(-a) + (a + c) = ((-a) + a) + c =c for the right-hand side, so that b =c. This
establishes the validity of the first cancellation law. The validity of the second
cancellation law is proved analogously.

(2) Operating on the equation a + x = b with (-a) from the left yields
(-a) + (a + x) = ((-a) + a) + x = x for the left-hand side and (-a) + b for the
right-hand side, so that x = (-a) + b. The proof that the equation x + a = b
has the unique solution x = b + (-a) is carried out analogously.

(3) If the group (M ; +) is commutative, the equations a + x = b and x + a = bare
equivalent, since a +x = x +a. As the solution is unique, they have the same
solution.

(4) If the group (M ; +) is self-inverse, then by definition a + a = n for all elements
a EM. Operating on the equation (a + b) + (a + b) = n with a from the left and
with b from the right yields a + (a + b) + (a + b) + b = (a + a) + b + a +
(b + b) = n + b + a + n = b + a for the left-hand side and a + n + b =a + b
for the right-hand side, so that the commutative law b + a = a + b holds.
Hence a self-inverse group (M ; +) is commutative.

Example 1 : Domains of numbers

(1) The domain (1\1 ' ; +) forthe addition of positive natural numbers is a commu­
tative semigroup.

(2) The domain (1\1 ; +)for the addition of natural numbers including 0 is a com­
mutative semigroup with the identity element O.

(3) The domain (2: ; +) for the addition of integers is a commutative group with
the identity element 0,

(4) The domain (0 ; 0) for the multiplication of rational numbers is a commutative
semigroup with the identity element 1. The element 0 is the only element of
o without an inverse. The domain (0 ' ; 0) for the multiplication of non-zero
rational numbers is a commutative group.

(5) The domain (1\1 ; min) for the minimum min {a, b} of natural numbers is an
idempotent and commutative semigroup, and therefore a semilattice.

- The operation min is associative :

min {a, min{b, cl} = min {min{a, b}, c}

- The operation min is commutative :

min {a, b} = min{b, a}

- The operation min is idempotent:

min {a, a} = a
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Example 2 : Domain of sets

Let a reference set M be given. Every subset A c M is an element of the power set
P(M). The inner operations union u , intersection n and symmetric difference 61

are defined in the power set P(M) (see Section 2.2.2). The properties of the
domains (P(M); u ), (P(M); n ) and (P(M); 61 ) are compiled in the following table
for elements A, S, C E P(M).

Property (P(M) ; U) (P(M) ; n ) (P(M) ; 61)

associat ive A U(B UC) = An(BnC) = A61(B61C) =
(AUB)UC (AnB) nC (A61B)61C

commutative AUB = BUA AnB = BnC A61B = B61A

identity element Au0 = A AnM = A A610 = A

idempotent AUA = A AnA = A

self-inverse A61A = 0

The algebraic structure of the various domains may be read off directly:

(1) The domain (P(M) ; u ) is a commutative and idempotent semigroup with the
empty set 0 acting as an identity element, and hence a semilattice with the
identity element 0.

(2) The domain (P(M); n ) is a commutative and idempotent semigroup with the
reference set M acting as an identity element, and hence a semilattice with
the identity element M.

(3) The domain (P(M); 61 ) is a commutative group with the empty set 0 acting as
an identity element. It has the special property that every element A E P(M)
is self-inverse. The domain (P(M); 61 ) is therefore a self-inverse group with
the identity element 0.

Example 3 : Domain of relations

Let a reference set M be given. Every relation A is a set of ordered pairs (a, b) with
a, b E M. It is a subset of the direct product M x M, and hence an element of the
power set P(M x M). In addition to the union U and the intersection n, the composi­
tion 0 is defined as an inner operation in the power set P(M x M) (see Section 2.4).
As in Example 2, the domains (P(M x M) ; u) and (P(M x M) ; n) are semilattices.
The domain (P(M x M) ; 0) is a semigroup with the identity relation I as an identity
element, since the following properties hold for elements A, S, C E P(M x M) :

Property (P(M xM) ; 0 )

associative A 0 (B 0 C) = (A 0 B) 0 C

identity element A o I = A = l oA
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Example 4 : Covering rotations of an equilateral triangle

An equilateral triangle ABC covers itself when rotated through 0 degrees , 120
degrees or 240 degrees about its center O. The rotation ao through 0 degrees
leaves the triangle in its original position. The rotation a1 through 120 degrees
takes A to B, B to C and C to A. The rotation a2 through 240 degrees takes A to
C, B to A and C to B. Rotations which differ by 360 degrees are considered to be
identical.

A

B

rotation ao : 0 degrees

c

A

rotation a- : 120 degrees

B

Let the set G contain the distinguishable covering rotations {ao, a., a2 }. The
composition aj 0 am (rotation aj after rotation am) is chosen as an inner operation
o : G x G -- G. The result an = aj 0 am is the rotation an which leads to the same
position of the triangle ABC as performing the rotation aj and then the rotation am'
The results of the operation are arranged in the following multiplication table for

ajOam·

0 ao a1 a2

ao ao a1 a2

a1 a1 a2 ao

a2 a2 ao a1

The domain (G ; 0) is a group. The identity element is ao' The inverse elements
are ao1 = ao' a"11 = a2 and a2"1 = a1. The associative law holds in (G ; 0). The
multiplication table is symmetr ic, so that a j 0 ak = ak 0 aj holds. Hence the group is
commutative .

Let the equation a10 x = ao be given.The solution x = a"11
0 ao is determined using

the multiplication table as follows:

-1x = a1 oao = a2 0aO = a2
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3.4 SETS WITH TWO OPERATIONS

3.4.1 INTRODUCTION

An algebraic structure for a set with two inner operations may be decomposed into
two algebra ic substructures for the set with one inner operation each, together with
the compatibility properties of the two operat ions. According to this principle, an
algebraic structure with two operations is defined by defining the two algebraic
substructures and the compatibility properties consistently. The rules for the alge­
braic structure are derived from these defining propert ies. The defining properties
and the rules form the theory of the algebraic structure.

Algebraic structures for additive and multiplicative domains (M ; + , 0) are treated
as a generalization of number theory. The subdomains (M ; +) and (M ; 0) for the
addition + and the multiplication 0 have different mathematical properties. The
compatibility of the addition + and the multiplication 0 is ensured by the distribu­
tive law. Different properties of the subdomains (M ; +)and (M ; 0) lead to different
algebraic structures. Semirings, rings and fields are among the important struc­
tures.

Algebraic structures for dual domains (M ;U ,n) with the disjunction u and the con­
junction n are treated as a generalization of the theory of truth values and of set
theory. The subdomains (M ;u) and (M ;n) have the same mathematical proper­
ties, so that the operations u and n are interchangeable. This interchangeability
is the basis of duality. Compatibility is ensured by the adjunctive, distributive and
complementary laws in dual form. Lattices and boolean lattices are examples of
domains with dual structure.
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Introduction : Domains (M ; + , 0) with the inner operations + (addition) and 0
(multiplication) in the set M are treated as generalizations of the algebraic structure
of numbers. The additive domain (M ; + ) and the multiplicative domain (M ; 0)

possess different mathematical properties, so that the operations + and 0 are not
interchangeable. The compatibility of the two operations is guaranteed by the
distributive laws. It is assumed that the set M contains more than one element.

Rank of the operations : The expression a + b 0 c in a domain (M ; +, 0) is
ambiguous ; its value depends on the order in which the operations + and 0 are
performed. The order of execution is therefore determined according to the rank
of the operations (0 before +). A different order may be prescribed using paren­
theses, as in the expression (a + b) 0 c: In this case, the addition is performed
before the multiplication.

Distributive laws : The distributive laws ensure the compatibility of the opera­
tions + and 0 in the domain (M ; + , 0 ) . The operation 0 is said to be distributive
with respect to the operation + if for all a, b, c E M :

a 0 (b + c)

(a + b) 0 c

a e b + a e c

a e c + b e c

Identity elements : If there is an identity element for the addit ion + , it is called
the zero element and designated by O. If there is an identity element for the
multiplication 0 , it is called the unit element and designated by 1.

zero element a + 0

unit element a 0 1

O+a

1 0 a
a

a

Zero sums : A domain (M ; + , 0) with the zero element 0 is said to be without zero
sums if a + b = 0 implies a = b = o. This is equivalent to the property that there is
no additive inverse in M for any element a ~ o. If the addition + is idempotent, then
there is no inverse for any a ~ 0, so that the domain (M ; + , 0) is without zero sums .

(M;+ , o)iswithoutzerosums:= 1\ 1\ (a+b=O = a=O 1\ b=O)
a b

Zero divisors : A domain (M ; +, 0) with the zero element 0 is said to be without
zero divisors if a 0 b = 0 implies a = 0 or b = O.

(M ; + , 0) is without zero divisors:= 1\ 1\ (aeb = 0 = a = 0 v b = 0)
a b
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Semiring : A domain (M ; +, 0) with the inner operations + and 0 in the set M
is called a semiring if :

(1) The domain (M ; +) is a commutative semigroup.

(2) The domain (M ;0) is a semigroup.

(3) The multiplication 0 is distributive with respect to the addition +.

The semiring (M ; +, 0) is called a semiring with zero element if there is a zero
element 0 which acts as an identity element under the addition +. The semiring
(M ; +, 0) is called a semiring with unit element if there is a unit element 1 which
acts as an identity element under the multiplication o , The semiring (M ; +, 0) is
said to be commutative if the multiplication 0 is commutative . Semirings with zero
element may be without zero sums or without zero divisors.

Ring : A domain (M ; +, 0) with the inner operations + and 0 in the set M is called
a ring if:

(1) The domain (M ; +) is a commutative group.

(2) The domain (M ;0) is a semigroup.

(3) The multiplication 0 is distributive with respect to the addition +.

A ring (M ; +, 0) differs from a semiring in that the additive domain (M ; +) in a
semiring is a semigroup, while in a ring it is required to be a group. A ring contains
a zero element 0 which acts as an identity element under addition.

A ring (M ; +, 0) is called a ring with unit element if there is a unit element 1 which
acts as an identity element under the multiplication o. A ring (M ; +, 0) is said to
be commutative if the multiplication 0 is commutative. A ring may be without zero
divisors. A commutative ring without zero divisors is called an integral ring (integral
domain).

Rules for rings : The defining properties of a ring (M ; +, 0) imply the rules for
the additive group (M ; +) , as well as additional rules for multiplication :

(1) If (M; +,0) is a ring, then the zero element 0 is invariant with respect to
multiplication.

aoO=Ooa=O

(2) If (M ; +, 0) is a ring, then multiplication with additive inverses follows the
rules known as sign rules in number theory.

a o(-b) = (-a)ob = -(aob)

(-a) 0 (-b) = a e b
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for a ~ 0

for a ~ 0

(3) If (M ; +, 0) is a ringwithout zero divisors, then the following cancellation laws
hold for multiplication :

a c b w a c c = b=c

boa=coa = b=c

Proof : Rules for rings

(1) By the first distributive law, a 0 b + a 0 c = a 0 (b + c). For b = c = 0, this
yields a 0 0 + a 0 0 = a 0 o. Adding - (a 0 0) on both sides yields - (a 0 0) +
(a 0 0 + a 0 0) = (- (a 0 0) + a 0 0) + a 0 0 = a 0 0 for the left-hand side
and - (a 0 0) + a 0 0 = 0 for the right-hand side, so that the multiplicative
invariance a 0 0 = 0 of the zero element holds. The multiplicative invariance
o0 a = 0 of the zero element is proved using the second distributive law.

(2) By the first distributive law, a 0 b +a 0 c = a 0 (b +c). On substituting
c = (-b), it follows that a e b + a o (-b) = a e (b + (-b)) = a e O = o. But
a 0 b + a 0 (-b) = 0 implies that a 0 (-b) is the additive inverse of a 0 b, and
hence a 0 (-b) = - (aeb). The rule (-a) ob = - (asb) is provedanalogously
using the second distributive law. For a and -b, the two rules yield
(-a)o(-b) = -((-a)ob) = -(-(aob)) = ao b.

(3) Applying the first distributive law to 0 = aoO = ao (c + (-c)) yields ae c +
ao(-c) = o. Then ac c = ae b implies aeb +ao(-c) = ao(b + (-c)) = O. If
a ~ 0, then in a ring without zero divisors it follows that (b + (-c)) = o. Thus
-c is the additive inverse of b, and hence b = c. This yields the first
cancellation lawa 0 b = a 0 c = b = c for a ~ o.The secondcancellation law
is proved analogously.

Boolean ring : A ring (M ; +, 0) is said to be boolean if every element of M is
idempotent with respect to multiplication. Idempotencywith respect to multiplica­
tion leads to the following properties :

(1) The domain (M ; +) is a self-inverse group.

(2) The domain (M ; 0) is a semilattice.

Proof : Properties of a boolean ring

By definition, the multiplicative semigroup (M ; 0) of the ring (M ; +,0) is idem­
potent, so that a2 = aea = a holds for all a E M.

(1) The multiplicative idempotency of (a + a) implies (a + a) = (a + a)2 =
(a + a)o(a + a) = a2 + a2 + a2 + a2 = (a + a) + (a + a), so that (a + a) =
(a + a) + (a + a). Adding - (a + a) to both sides yields - (a + a) +
(a + a) = 0 on the left-hand side and - (a + a) + ((a + a) + (a + a)) =
( - (a + a) + (a + a)) + (a + a) = a + a on the right-hand side, and hence
a + a = o.Thus a is its own additive inverse. The group (M ; +) is therefore
self-inverse.
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(2) The multiplicative idempotency for (a + b) implies (a + b) = (a + b)2 =
(a + b) o(a + b) = a2 + a c b + b oa + b2 = a + b + a eb + b oa, so that a +
b=a+b +aob+b oa. Adding -(a +b) to both sides yields -(a+b) +
(a +b) = 0 for the left-hand side and -(a +b) +(a +b)+aob+b oa =
a eb + b oa for the right-hand side, so that a eb + b oa = O. Adding b oa on
both sides yields a ob + b oa + b oa = a ob + 0 = a ob for the left-hand side
(due to the self-inverse property of addition) and 0 + boa = b oa for the
right-hand side , so that the multiplicative commutativity a eb = boa holds.
Thus the multiplicative semigroup (M ; 0) of the ring (M ; +, 0) is idempotent
and commutative, and hence a semilattice.

Field : A domain (M ; +, 0) with the inner operations + and 0 in the set M is

called a field if :

(1) The domain (M ; +) is a commutative group.

(2) The domain (M - {O} ; 0) is a group.

(3) The multiplication 0 is distributive with respect to the addition +.

A field (M ; + , 0) differs from a ring in that the multiplicative domain (M - {O} ; 0) in
a field is a group, while the multiplicative domain (M ; 0) in a ring is a semigroup.
A field (M ; +, 0) contains a zero element 0, which acts as an identity element under
addition, and a unit element 1, which acts as an identity element under mult iplica­
tion . The def inition of a field cannot require that (M ; 0) be a group, since the zero
element 0, due to its multiplicative invariance a 00 = 0 0a = 0, has no rnultlpllcative
inverse a such that a oO = Oe a = 1. A field (M ; + , 0) is said to be commutative if
the multiplication 0 is commutative.

Rules for fields : The defining properties of a field (M ; +, 0) imply the algebraic
rules for the additive group (M ; +), for the multiplicative group (M - {OJ ; 0) and for
rings, as well as the following additional rules:

(1) A field (M ; +, 0) has no zero divisors, so that a 0 b = 0 implies a = 0 or b = O.

a ob=O = a=O v b=O

(2) If the field (M ; +, 0) is commutative, then the rules of calculation for fractions
apply :

(a ob-1) 0 (c e d") (a oc) 0(b odt1 b,d ~ 0

(a 0 b-1) + (c 0 d- 1) (a 0 d + c ob) 0 (b 0 dt1 b, d ~ 0

Proof : Rules for fields

(1) Multiplying a ob=O with a ~O by a-1 from the left yields a-10a ob =
1ob = b = a-100 = 0, so that b = 0 . MUltiplying a e b = 0 with b ~ 0 by b-1

from the right yields a ob ob-1= a c 1 = a = 0 0 b-1= 0, so that a = O.
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(2) The rules are proved using the associative, commutative and distributive
laws for addition and multiplication.

(aoc) o(b odt1 = (aoc) o(d-1 ob-1) = ao(c od-1)ob-1 = (aob-1)o(c od-1)

(aod+c ob) o(b odt1 = (aod+c ob) o(d-1ob-1)

(aod) o(d-1 ob-1) + (cob) o(b-1od-1)

ao(d od-1) ob-1 +co(b ob-1)od- 1

a e i ob-1+co1 od- 1 = a ob-1+c od-1

Summary Additive and rnuttlpllcatlve domains (M ; +, 0)

Property Semiring Ring Integral ring Boolean ring Field

operation +

associative yes yes yes yes yes

commutative yes yes yes yes yes

zero element 0 yes yes yes yes

inverse yes yes yes yes

idempotent no

self- inverse yes

without zero sums no no no no

operation 0

associative yes yes yes yes yes

commutative yes yes

unit element 1 yes

inverse except for 0 yes

idempotent yes

self-inverse no

without zero divisors yes yes

operations + and 0

distributive yes yes yes yes yes

Note that the operation + or 0 cannot be both idempotent and self-inverse, and
that the existence of additive inverses implies the existence of zero sums.
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Example 1 : Domains of numbers

(1) The domain (N' ; + ,0) for the addition and multiplicat ion of positive natural
numbers is a commutative semiring with the unit element 1.

(2) The domain (N ; + ,0) for the addition and multiplication of natural numbers
including zero is a commutative semiring without zero sums and without zero
divisors, with the zero element 0 and the unit element 1.

(3) The domain ( Z ; + ,0) for the addition and multiplicat ion of integers is a
commutative ring without zero divisors with the zero element O. It is therefore
an integral ring.

(4) The domain ( iIJ ; + ,0) for the addition and multiplication of rational numbers
is a commutat ive field with the zero element 0 and the unit element 1.

Example 2 : Ring of sets

The domains (P(M) ; EEl) for the symmetric difference and (P(M) ; n ) for the
intersection of sets are treated in Example 2 of Section 3.3. The domain (P(M) ; EEl)
is a commutative group. The domain (P(M) ; n ) is a commutat ive semigroup . The
intersect ion n is distributive with respect to the symmetric difference EEl. The
domain (P(M) ; EEl, n ) is therefore a commutat ive ring with the empty set 0 acting
as the zero element and the reference set M acting as the unit element. Since
idempotency holds forthe intersection AnA = A, the ring is boolean . The following
properties hold for A, B, C E P(M) :

Property Symmetric difference EB I Intersection n

associative AEB (BEBC) = (A EB B)EBC A n (BnC) = (A n B) n C

commutative AEBB = BEBA AnB = BnA

distributive A n (BEBC) = (A n B)EB(A nC) (AEB B) n C = (A n C) EB(BnC)

zero element AEB 0 = A A n 0 = 0

unit element A nM = A

inverse AEBA = 0

idempotent A nA = A

AEBB

CIDAffiB@C @ (A@BlnC@
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Example 3 : Semiring of relations

The domains (P(M x M) ; u) for the union and (P(M x M) ; 0) for the composition
of relations are treated in Example 3 of Section 3.3. The domain (P(M x M) ; u) is
a commutative semigroup. The domain (P(M x M) ; 0) is a semigroup. The com­
position 0 is distributive with respect to the union u . The domain (P(M x M) ; u , 0)
is therefore a semiring with the empty set 0 acting as the zero element and the
identity relation I acting as the unit element. The following properties hold for
A, B, C E P(M x M) :

Property Union U Composition 0

associative AU(BUC) = (AUB)UC Ao(BoC) = (AoB)oC

commutative AUB = BUA

distributive Ao(BUC) = (AoB)U(AoC) (AUB)oC = (AoC) U (BoC)

zero element AU0 = A A00 = 0 = 00A

unit element Aol = A = loA

idempotent AUA = A

The semiring (P(M x M) ; U , 0) of relations has the additional property that the
union U is idempotent and that the zero element 0 is invariant with respect to the
composition o.
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3.4 .3 DUAL DOMAINS

Introduction : Domains (M ; u, n ) with the inner operations u (disjunction) and
n (conjunction) in the set M are treated as generalizations of the algebraic
structure of truth values and sets. The disjunctive domain (M ; u ) and the conjunc­
tive domain (M ; n ) have the same properties. The laws for the compatibility of the
operations are formulated such that the operations u and n are interchangeable.
Domains with these properties are called dual domains. It is assumed that the set
M contains more than one element.

Adjunctive laws : The operations u and n of the domain (M ; u , n ) are said to
be adjunctive if for all a, b e M :

an(aub) a

a u (a n b) = a

Distributive laws : The operations u and n of the domain (M ; u , n ) are said to
be mutually distributive if for all a, b, c E M :

an (b u c) (a n b) u (a n c)

a u (b n c) = (a u b) n (a u c)

Identity elements : If there are identity elements for disjunct ion and conjunction ,
they are called the zero element and the unit element and are designated by Qand
1, respectively.

zero element :

unit element :

a u o = Qua = a

a n1 = t n a = a

Lattice: A domain (M ; u , n) with the inner operations u and n in the set Mis
called a lattice if :

(1) The domain (M ; u) is a commutative semigroup.

(2) The domain (M ; n) is a commutative semigroup.

(3) The operations u and n are adjunctive .

A lattice (M ; u, n) is called a lattice with zero and unit element if there is a zero
element that acts as the identity element with respect to disjunction and a unit
element that acts as the identity element with respect to conjunction. A lattice
(M ; u , n ) is said to be distributive if the operations are mutually distributive.
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Rules for lattices : The defining properties of a lattice (M; u, n) imply the
following algebraic rules:

(1) If (M; u, n) is a lattice, then the elements are idempotent with respect to both
operations.

aua = a ana = a

(2) If (M ; u , n) is a lattice, then the following consistency rule holds:

aub=b = anb=a

(3) If (M ; u, n) is a lattice with zero and unit element, then the zero element 0
is invariant under the operation n and the unit element 1 is invariant under
the operation u .

anO=Ona=O au1=1ua=1

(4) If (M; u, n) is a distributive lattice, then the following uniqueness rule holds:
The elements a and b are equal if their operations with an element c yield
identical results.

~uc=bU0 A ~nc=bn0 - a=b

Proof : Rules for lattices

(1) The first adjunctive law a n (a u b) = a with b = a yields the equation
a n (a u a) = a. The second adjunctive law a u (a n b) = a with b = a u a yields
the equation a u (a n (a u a)) = a. Substituting the first equation into the
second equation yields the idempotency rule a u a = a for the operation u .
Substituting the idempotency rule a u a = a into the first equation yields the
idempotency rule a n a = a.

(2) Substituting au b = b into the first adjunctive law a n (a u b) = a yields
an b = a, so that au b = b - an b = a holds. The second adjunctive law
b u (b n a) = b is equivalent to (a n b) u b = b by commutativity; together with
an b = a, this yields au b = b, so that an b = a - au b = b holds. Together,
au b = b - an b = a and an b = a _ au b = b imply the consistency rule
au b = b = an b = a.

(3) The second adjunctive law b u (bn a) = b with b = 0 yields the invariance
ou (Ona) = Ona = O. By commutativity, this implies Ona = anO = O. The first
adjunctive law b u (bn a) = b with b = 1 yields the invariance 1n (1 u a) =
1u a = 1. By commutativity, this implies 1u a = au 1 = 1.

(4) The equality a = b is proved from the conditions a u c = b u c and a n c = b n c
using the adjunctive, commutative and distributive laws :

a = a n (a u c) an (b u c) = (a n b) u (a n c) =

(b n a) u (b n c) = b n (a u c) = b n (b u c) = b
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Boolean lattice : A domain (M ; u, n , - ) with the binary operations u and n and
the unary operation - (complement) in the set M is called a boolean lattice if :

(1) The domain (M ; u ) is commutative and possesses the identity element O.

a ub=b ua a uO=a

(2) The domain (M ; n ) is commutative and possesses the identity element 1.

a nb=bna an1=a

(3) The operations u and n are mutually distributive.

a n (b u c) = (a n b) u (a n c) au (b n c) = (a u b) n (a u c)

(4) The complement aof a satisfies the following conditions:

auji = 1 ana = 0

Note that, in contrast to the definition of a lattice, the definition of a boolean lattice
does not include the associative and adjunctive laws. These laws are derived from
the defining properties (1) to (4). They are due to the operation - (complement).

Rules for boolean lattices : The defining properties of the boolean lattice
(M ; u , n, - ) imply the following rules:

(1) The boolean lattice has all properties of a distributive lattice with zero and unit
element.

(2) The double complement of an element is the element itself.

a = a

(3) The zero element and the unit element are complements of each other.

0 =1 1=0

(4) De Morgan's rules hold for the complements.
- - - -
(a u b) = a n b (a n b) = a u b

Proof : Rules for boolean lattices

(1) The boolean lattice is a distributive lattice with zero and unit element if and
only if the operations u and n are adjunctive and associative. Adjunctivity
and associativity are proved by using the complementary properties to prove
idempotency, the invariance of the identity elements and the uniqueness
rule. To improve the legibility of the proof, the defining properties of the
identity elements and the complementary, commutative and distributive laws
are designated by N, K, C and D, respectively. These designations serve as
a reference to the property being used in the transformation of an expression.
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identity

complement

commutative

distributive
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a u 0 = 0 u a = a an 1 = 1 n a = a (N)

a u a = au a = 1 an a = an a = 0 (K)

au b = b u a an b = b n a (C)

au (bnc) = (aub) n (auc) an(bu c) = (anb) u (anc) (0)

All properties derived from the dual defining properties are themselves dual.
By virtue of this duality, a proof of one of the two dual properties suffices. The
corresponding dual property is obtained by interchanging the operations u
and n, including their identity elements.

• The operations u and n are idempotent.

aua = a ana = a (id)

Proof: Idempotency of the operation u

a u a ~ (a u a) n 1 ~ (a u a) n (a u a) g a u (a n a) ~ au 0 ~ a

• The zero element 0 is invariant with respect to the operation n, and the
unit element 1 is invariant with respect to the operation u .

anO = 0 au 1 = 1 (in)

Proof: Invariance of the zero element

N ( ) K ( ) a) D ( -) N - Kann = anO uO = anO u(ana = an Oua = ana = 0

• The elements a and b are equal if their operations u and n with an
element c and its complement c yield identical results.

(a u c = b u c) 11

(a n c = b n c) 11

(a u c = b u c) = a = b

(a n c = b n c) = a = b (un)

Proof: Uniqueness rule with the operation u

(a u cjrua u c) = (b u cj rub uc) ~

a utcn d) = bu(cnc) ~ auO = b uo ~ a = b

• The operations u and n are adjunctive.

an(aub) = a au(anb) = a (ad)

Proof : First adjunctive law

N D C in N
a n (a u b) = (a u 0) n (a u b) = au (0 n b) = au (b n 0) = au 0 = a

• The operations u and n are associative.

au (b u c) = (a u b) u c an (b n c) = (a n b) n c (as)
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Proof: Associative law for the operation u

The proof is performed in three steps. In the first step, it is proved that
a n((aub) uc) = a n(au(buc)) . In the second step, it is proved that
a n ((aub) u c) = a n (au (buc)). In the third step, the uniqueness rule
(un) is used to prove the associative law (aub) uc = au(buc).

(k2)

D ad ad ad
an((aub) uc) = (a n (aub)) u (an c) = au(an c) = a = a n (au(buc))

an((aub)uc) ~ (a n (aub)) u (a ric) ~ ((a na) u (a nb)) u (a nc) ~

(Ou(anb)) u(a nc) ~ (anb)u(anc) ~ a n(buc) ~Ou(an(buc))~

(an a)u(a n (buc)) ~ an (au(buc))

an((aub)uc) = an(au(buc)) 1\

an((aub)uc) = an(au(buc)) ~ (aub)uc = au(buc)

(2) The double complement a is the element a itself.

a = a

Proof: By definition, the complement a of a satisfies au a = 1 and an a = O.
As the complement of a, the double complement a must therefore satisfy
a u a = 1 and a n a = O. Hence au a = a u a and a n a = a na. Together
with the uniqueness rule (4) for a distributive lattice, this yields a = a :

(a u a = a u a) 1\ (a u a = a n a) = a = a

(3) The zero element and the unit element are complements of each other.

o = 1 l' = 0 (nk)

Proof : Complement of the zero element

By definition, the complement a of 0 satisfies a u 0 = 1 and an 0 = O. By the
invariance (in) of the zero and unit element and by commutativity, 1u 0 = 1
and 1nO = O. Hence a u 0 = 1u 0 and an 0 = 1rio. Togetherwith the unique­
ness rule (4) for a distributive lattice, this yields a = 1 :

(auO = 1uO) 1\ (anO = 1nO) = a = 1

(4) De Morgan's rules hold for the complements.

(a u b) = an b (a n b) = au b (M)
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Proof: First of De Morgan's rules

The proof is performed in three steps. In the first step, (aub) u (an b) = 1 is
shown to hold. In the second step, (a u b)n (an b) = 0 is shown to hold.
These two results together form the complementary law for (a u b) and
(an b) , so that in the third step it may be inferredthat the complement (a u b)
of (aub) is (an b).

- - 0 - - c
(aub)u(anb) = ((aub)ua)n((aub)ub) =
- -as- -K

(au(aub))n((aub)ub) = ((aua)ub)n(au(bub)) =
in N

(1ub)n(au1) = 1n1 = 1

--0 -- --c
(aub)n (anb) = (an(anb))u(bn(anb)) =

-- -- as -- -- K
(an(anb))u((anb)nb) = ((ana)nb)u(an(bnb)) =

- - in N
(0 n b) u (a u 0) = 0 u 0 = 0

((aub)u(anb) =1) /\ ((aub)n(anb)) = 0) ~ (aub) = anb

Boolean lattice and boolean ring : Every boolean lattice (M ;u, n) may be
usedto construct a boolean ring (M ; +, 0) with unit element by the following trans­
formation :

aob:= anb

a+b := (a rib) u (anb)

Conversely, every boolean ring (M ; +, 0) with unit element may be used to con­
struct a boolean lattice (M ;u ,n ) by the following transformation:

anb a e b

au b (a + b) + (a 0 b)

Proof: Transformation of a boolean lattice into a boolean ring

The specified transformation rule for a boolean lattice (M ;u, n) yields a boolean
ring, which by definition has the following properties:

(1) The domain (M ; 0) is an idempotent semigroup.

(2) The domain (M ; +) is a commutative group.

(3) The multiplication 0 is distributive with respect to the addition +.

The same designations as in the proof of the rules for boolean lattices are used
in the proof of these properties.
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(1) By definition, the producta e b is identicalwith the operationanb. The opera­
tion n of the boolean lattice is associative and idempotent. Hence (M ; 0) is
an idempotent semigroup. Itpossesses an identity element, namely the unit
element 1.

(2) The sum a+b is defined by (anb) u(anb). In the following, the domain
(M ; + ) is shown to possess all defining properties of a commutative group.

• The zero element0 is the identity element of the operation u and of the
addition + :

- - in - nk in
O+b:= (Onb)u(Onb) = OU(Onb) = OU(1nb) = Oub

• Every element a is its own inverse, so that a + a = O.

( -) (- K Na+a := ana u ana) = OuO = 0

• Addition is commutative, so that a + b = b + a.

a+b := (anb)u(a nb) £ (a nb)u(anb) £ (bna) u(bna) = b+a

• Addition is associative, so that a + (b + c) = (a + b) + c. In the proof of
associativity, the complementof the sum a + b is determinedaccording
to De Morgan's rules.

(a+b) = (aribj u ta nb) ~ (anb) n (a nb) ~ (a ub)n(il ub) ~

(a ub) n(a ub) ~ (a n(a ub)) u(bn(a ub)) ~ ((a na) u(a nb)) u

((bna) u(b nb)) ~ (O u(a nb)) u((bna) uO) ~ (a nb) u(bna) £
(an b) u(anb)

a+(b+c) = (an(b+c)) u(a n(b+c)) = (an((b nc)u(bnc)) u

(a n((bnc) u(bnc)) ~ (anbnc) u(anbnc) u(anbnc)u(anb nc)

(a+b)+c = ((a+b)nc)u((a+b)uc)) = (((anb)u(anb))nc) u

(((an b)u(anb))nc) ~ (a n bnc)u(an b nc)u(an bnc)u(anbnc)

The expressions for a + (b + c) and (a + b) + C contain the same terms
connected by u. The order of these terms is irrelevant, since the oper­
ation u is commutative and associative. Hence the associative law
a + (b + c) = (a + b) + c holds.
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(3) The multiplication 0 is distributive with respect to addition, so that the first
distributive law a 0 (b + c) = a 0 b + a 0 c holds.

- D -
ao(b+c) = an(b+c) = an((bnc)u(bnc)) = (a nb n druta nb n c)

- -
aeb + ace = ((aob) n (aecl) u ((aob) n (aoc)) =

((anb)n (a n c))u ((a n b)n (anc)) ~ ((anb)n(auc))u((au b)n(anc)) £

(anbna)u(anbnc)u(ananc)u(bnanc) £

(ananb)u(anbnc)u(ananc)u(anbnc) !:;!,

- ~ -
(Onb)u(anbnc)u(Onc)u(anbnc) = (a nb n djuta nb n c)

The expressions for a 0 (b + c) and a 0 b + a 0 c contain the same terms con­
nected by u in the same order. Hence the first distributive law holds. The
validity of the second distributive law is proved analogously.

Example 1 : Lattice of numbers

The domain ( (]I ; min, max) forthe minimum min {a,b} and the maximum max {a,b}
of rational numbers is a distributive lattice, since :

The operations min and max are associative:

min {a, min{b, c}} min {min {a, b},c}

max {a, max{b, c}} = max {max{a, b}, c}

The operations min and max are commutative :

min {a,b} = min {b,a}

max {a,b} = max {b,a}

The operations min and max are adjunctive :

max {a, min {a,b}} a

min {a, max {a,b}} = a

The operations min and max are mutually distributive :

max {a, min {b,c}} min {max{a ,b}, max{a,c}}

min {a, max {b,c}} = max {min {a,b}, min {a,c}}

The domain ([0.0, 1.0] ; min, max) for the minimum min {a,b} and the maximum
max {a,b} of the real numbers in the closed interval 0.0 ~ a,b ~ 1.0 is a distributive
lattice with the zero element 1.0 and the unit element 0.0.

zero element 1.0: min {a,1.0} = min {1.0, a} a

unit element 0.0: max {a, O.O} = max {O.O, a} a
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Example 2 : Logical lattice

The doma in (T ; v , A) with the set T = {G,1} = {false , true} of truth values and the
logical opera tions v and A is a boolean lattice. The ident ity elements are n = G
and e = 1. The complement aof a is -, a. The following laws hold for elements a,
b, c E T (see Sect ion 2.1.3) :

Property v (logical or) A (logical and)

associative (a v b) v c = a v (b v c) (a A b) A C = a A (b A c)

commutative a v b = b v a a A b = b A a

adjunctive a v (a A b) = a a A (a v b) = a

identity a v 0 = a a A 0 = 0

a v 1 = 1 a A 1 = a

complementary a v ( ~ a) = 1 a A ( ~a) = 0

distributive a v (b A c) = (a v b) A (a v c) a A (b v c) = (a A b) v (a v c)

(a A b) v c = (a v c) A (b v c) (a v b) A C = (a A c) v (b A c)

Example 3 : Latt ice of sets

The domain (P(M) ; u , n ) with the power set P(M) of a non-empty set M and the
operations U (union) and n (intersection) on sets is a boolean lattice. The identity
elements in P(M) are the empty set n = 0 and the reference set e = M. The comple­
ment Aof an element A of P(M) is the difference M - A. The follow ing rules hold
for elements A, S, C E P(M) (see Example 2 in Sect ion 3.3) :

Property U (union) n (intersection)

associative (A U B) U C = A U (B U C) (A n B) n C = A n (B n C)

commutative A UB = B UA A nB = B nA

adjunctive A U (A n B) = A A n (A U B) = A

identity A u 0 = A A n 0 = 0

A UM = M A nM = A

complementary A UA = M A n A = 0

distributive A U (B n C) = (A U B) n (A U C) A n (B U C) = (A n B) U (B n C)

(A n B) U C = (A U C) n (B U C) (A U B) n C = (A n C) U (B n C)
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Example 4 : Lattice of sets and ring of sets

The lattice (P(M) ; u, n) of sets with the operations U (union) and n (intersection)
on sets is treated in Example 3. The lattice (P(M) ; u, n) is boolean and may there­
fore be transformed into a boolean ring (P(M); + ,0) according to the following
prescription :

A oB AnB

A+B (AnB)u(AnB) <lD(An(M-B))U ((M-A)n B)

(A-(AnB)) U (B-(An B))

(A-B) U(B-A) M

AEElB A EElB

The boolean ring (P(M) ; + ,0) is identical with the ring (P(M) ; EEl , n) of sets with the
operations EEl (symmetric difference) and n (intersect ion). This ring of sets is
treated in Example 2 of Section 3.4.2.
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3.5 VECTOR SPACES

3.5.1 GENERAL VECTOR SPACES

Introduction : The theory of vector spaces developed out of the theory of
systems of linear equations. The characteristic property of vector spaces is an
operation on elements taken from different sets. Such an operation is called an
outer operation on two sets. A vector space is defined as a domain with two sets
and two operations. The rules for vector spaces are derived from the defining
properties. The defining properties and the rules together form the theory of vector
spaces. This section gives an introduction to the theory of vector spaces.

Outer operation : An outer operation f on the sets A and V assigns exactly one
element y of the set V to every pair (a, x) in the direct product A x V. Thus an outer
operation is a mapping f from A x V to V. To distinguish between the two sets,
elements in A appear in normal type, while the elements of V appear in boldface.

f :A xV-+V with f(a, x) = y and x, y E V; a E A

An operator symbol is often used instead of a letter to designate an outer opera­
tion. In this case, the mapping is represented as follows :

0 : A x V -+ V with a » x = y and x, y E V; a E A

Due to this representation, the set A is called the operator set. In the context of
vector spaces, the set V is called the set of vectors . In the outer operation aex, the
order of the elements a and x may be changed; the meaning of the expression is
unambiguous, since a E A and x E V.Often the operator symbo l 0 in the expression
aex is dropped, and one writes a x or x a instead.

Vector space : The domain (V ; + ) is called a vector space over the domain
(A ; +,0) and is designated by (A, V ; +,0) if :

(1) The domain (V ; +) is a commutative group.

(2) The domain (A ; +, 0) is a commutative field.

(3) The operation 0 in (A, V ; +, 0) is an outer operation with the following proper­
ties for all elements a,b E A and x, y E V :

associative : (a 0 b) 0 x a 0 (b 0 x)

distributive : (a + b) 0 x a c x + box
a 0 (x + y) a e x + a oy

identitive 1A ox=x
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In the definition of vector spaces , the symbols + and 0 for addition and multiplica­
tion designate different operat ions in different domains .

(1) The symbol + in the domain (V ; +) represents an inner operat ion in the set
V of vectors. The symbol + in the domain (A ; +, 0) represents an inner
operation in the operator set A. The meaning of the symbol + in expressions
like a + b or x + y is determined by the membership of the operands in the
sets A and V.

(2) The symbol 0 in the domain (A ; +,0) represents an inner operation in the
operator set A.The symbol 0 in the domain (A, V ; +, 0) represents an outer
operation on the operator set A and the set V of vectors. The meaning of the
symbol 0 in expressions like aeb or acx is determined by the membership
of the operands in the sets A and V.

The identity element of the addition + in the domain (V ; +) is called the zero
vector and is designated by o.The identity element of the addition + in the domain
(A ; +, 0) is called the zero element and is designated by 0A or o. The identity
element of the multiplication 0 in the domain (A ; +, 0) is called the unit element
and is designated by 1A or 1.

Rules for vector spaces : Besides the rules for the commutative group (V; +)
and the rules for the commutat ive field (A ; +,0), the defining propert ies of a vector
space imply additional rules for the outer operation of (A, V ; +, 0) :

(1) The outer operation 0 with the identity elements 0 and 0 of addition yields the
zero vector.

Oox=X oO=O a e n = Ooa = 0

(2) The outer operation 0 applied to additive inverses obeys rules which are
called sign rules in the algebra of real vectors .

a o(-x) = (-a) ox = -(aox)

(-a) o(-x) = a ox

(3) The vector space has no zero divisors with respect to the outer operation 0 ,

so that aex = 0 implies a = 0 or x = O.

a c x e D =;. a=O v x=O

Proof : Rules for vector spaces

(1) By the first distributive law, a 0 x + b ox = (a + b) 0 x. Substituting a = b = 0
yields 0 0 x + 0 0 x = 0 0 x. Adding - (0 0 x) on both side yields - (0 0 x) +
(0 0 x + 0 + x) = (-0 0 x + 0 0 x) + 0 0 x = 0 0 x on the left-hand side and
-(0 0 x) + 0 0 x = 0 on the right-hand side, so that 0 0 x = 0 holds. The
invariance a 0 0 = 0 is proved similarly using the second distributive law.
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(2) By the first distributive law, a 0 x + box = (a + b) 0 x. Substituting b =-a
yields a 0 x + (-a) 0 x = (a + (-a)) 0 x = 0 0 x = O. Further a 0 x + (-a) 0 x = 0
implies that (-a) 0 x is the additive inverse of a 0 x, that is (-a) 0 x = - (a 0 x).
The validity of a 0 (-x) = - (a 0 x) is proved similarly using the second
distributive law. For -a and -x, the two rules yield (-a) 0 (-x) =
-((-a) ox) = -(-(aox))=aox.

(3) Multiplying a 0 x = 0 for a ~ 0 by a-1 yields a-1
0 (a 0 x) = (a-loa) 0 x =

1 0 x = x on the left-hand side and a-100 = 0 on the right-hand side, so that
x = O. If a = 0, then a 0 x = 0 by (1). Hence a 0 x = 0 implies a = 0 or x = O.

Linear combination: Vectors Xl' x2 , ... are chosen from the set of vectors of a
vector space (A, V ; +,0) and multiplied by elements a. , a2,.. . of the operator set
A. The sum of the products aj0 x j is called a linear combination of the vectors xi '
The elements ai are called the coefficients of the linear combination. The order of
the products in the sum is irrelevant, since vector addition is commutative. Every
linear combination yields a vector x of the set V of vectors. The notation for linear
combinations is simplified by introducing the symbol I for the summation and
dropping the symbol 0 in products.

x = a 1 0 Xl + a2 0 x2 + ... = I a j Xi
JEI

Rules for linear combinations : The following rules follow from the defining
properties of a vector space and the definition of a linear combination :

(1) Scaling a linear combination
A linear combination is scaled by a factor pEA by multiplying each coefficient
of the linear combination with p.

px = p I a j Xi = I (p 0 a.) x j
JEI jEI

(2) Sum of two linear combinations
Let two linear combinations with the coefficients a j and bj for the vectors Xi
be given. The sum of the two linear combinations is formed by adding the
coefficients aj and bj for each vector Xj'

x + y = j~1 aj Xi + j~1 bi Xi = j~1 (a i + b.) Xi

(3) Difference of two linear combinations
Let two linear combinations with the coefficients aj and b j for the vectors Xi
be given. The difference of the two linear combinations is formed by subtract­
ing the coefficients a j and b, for each vector Xj' The difference a j - bj is the
sum of aj and the additive inverse (-bi) of bj.

x-y = I aj Xj - I bix j = I (a, -b j) Xj = I (a, + (-bj)) Xj
JEI JEI iEI jEI
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Linear closure : The set of all vectors which can be formed as a linear combina­
tion of a given subset X ={X1' x21.. •} of the set V of vectors of the vector space
(A, V ; + I 0) is called the linear closure (span) of X and is designated by L(X).

L(X) := {XEV I x = L ai Xi 1\ XiEX}
iEI

Generating set : A subset E of the set V of vectors is said to generate (span) the
vector space (A, V ; +, 0) if V is the linear closure of E.

E generates (A, V ; + I 0) := E c V 1\ V = L(E)

The set V of vectors is always a generat ing set, since L(V) = V. A generating set
E is said to be finite if E is a finite subset of the set V of vectors. A vector space is
called a vector space of finite type if it has a finite generating set. The generating
set of a vector space is not unique.

Linear independence : A subset X of the set V of vectors of a vector space
(A, V ; + I 0) is said to be linearly independent if the choice ai = 0 for the coefficients
is the only way to represent the zero vector 0 as a linear combination of the vectors
xi' Otherwise, X is said to be linearly dependent.

i
LE I ai x i = 0 => 1\ (a . = 0) aj E A, XjE V

iEI I

Basis of a vector space : A subset B of the set V of vectors is called a basis of
the vector space (A, V ; +,0) if B is a linearly independent generating set. The
vectors xi of a basis are called basis vectors. A basis is said to be finite if the
number of its basis vectors is finite. Otherwise, it is said to be infinite.

Construction of a basis : Every vector space (A, V ; +.0) has a basis . A basis B
may be constructed step by step from a generat ing set E c V of the vector space :

(1) Before the first step, the set B is empty.

(2) In every step i, a vector Xi~ 0 of the generating set E is added to the set B
such that B = {x1,.... Xi- 1' Xi} is linearly independent.

(3) If the set B cannot be further enlarged after a finite number of steps, then B
is a finite basis of the vector space. Otherwise, B is an infinite basis of the
vector space.

The choice of the vector added to the basis in a step is not unique. Hence the
constructed basis is not unique.



www.manaraa.com

90 3.5.1 Vector Spaces : General Vector Spaces

Properties of bases : A vector space (A, V ; +, 0) has the following properties
with respect to its bases :

(1) Every vector of a vector space has a unique representation as a linear com­
bination of the basis vectors of a basis.

(2) Finite bases of a vector space contain the same number of basis vectors .

Proof : Properties of bases

(1) Let a vector x of the vector space with the basis B be represented by two
linear combinations of the basis vectors x j E B. Then the difference of the two
linear combinations is the zero vector O.

x = I a· x.
jE! I I

x = j~! bi X j

o = .I (a, -bj ) X j = .I CjX j
lE I lEI

All coefficients cj = aj - b, are 0, since the basis vectors are by definition
linearly independent. Hence aj = bi, and the two linear combinations for the
vector x are identical.

(2) Let B1 = {x, ,..., xs } be a finite basis with s basis vectors , and let B2 =

{Y1,..., Ys ' Ys+1 } be a finite basis with s + 1 basis vectors. Then by (1) each
basis vector YjE B2 has a unique representation as a linear combination of
the basis vectors XiE B1. This leads to the following system of equations :

YS +1

In the i-th equation, at least one coefficient aim is non-zero. The i-th equation
is used to eliminate xm in all other equations. Then the system of equations
is reduced by xm and the equation i.

None of the left-hand sides of the reduced system of equations is 0, since the
basis vectors Yj are linearly independent. There is no reduced equation in
which all coefficients on the right-hand side are zero, since the basis vectors
xm are linearly independent. The right-hand side takes the value 0 only when
all basis vectors xm have been eliminated . The elimination is repeated until
all basis vectors xm have been eliminated.
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After the elimination of all basis vectors xm' the reduced system consists of
a single equat ion. Let this be the p-th equation of the original system . Then
the left-hand side of this equation is a linear combination of the basis vectors
Yj in which Yp still has the coefficient 1. This linear combination is non-zero
by definition . This contradicts the fact that the right-hand side of the equation
is O. Hence the number of basis vectors in B2 is not greater than in B1.

An analogous argument shows that the number of basis vectors in B1 is not
greater than in B2. Hence the number of basis vectors in B1 and B2 is equal.

Rank of a vector space : A vector space is said to be of infinite rank if a basis
of the vector space is infinite. A vector space is said to be of rank m if a basis is
finite and contains m basis vectors.

Vector subspace : Let (A, V ; +, 0) and (A, W ; +, 0) be vector spaces over the
same commutative field (A ; + , 0). The vector space (A, W ; +, 0) is called a
(vector) subspace of (A, V ; + , 0) if W is a subset of V.

Basis and rank of a subspace: Let the vector space (A, W ; + , 0) of rank mw
be a subspace of the vector space (A, V ; + , 0) of rank mv ' From W ~ V it follows
directly that mw ~ mv . The method for the construction of a basis shows that the
basis Bw can be extended stepwise to a basis Bv of V. Hence there are bases

Bw and Bv for which Bw c Bv .

Example 1 : Vector space of complex numbers

The additive domain (IC ; + ) of complex numbers is a vector space of rank 2 over
the commutative field (R ; + , 0) of real numbers, as demonstrated in the following.

(1) A complex number x E IC is represented in the form xr + i x j with the real part
x, E R and the imaginary part xi E R. The real part and the imaginary part are
real numbers. Two complex numbers are added by adding the two real parts
and the two imaginary parts separately.

complex number X := (xr+i xj)E IC x. , xj E R

addition (xr+ix j) + (Yr+iYj) = (xr+yr)+i(xj +Yj)

The addit ion of complex numbers is associative and commutative. The com­
plex number (0 + i 0) acts as the ident ity element under addition. For every
complex number xr + i xj there is a complex number ((-xr) + i(-xj)) that is
its additive inverse. The additive domain (IC ; + ) with these properties is a
commutative group according to the definition in Section 3.3.2.

(2) Accord ing to Section 3.4.2, the additive and multiplicative domain (R ; + , 0)
of real numbers is a commutative field with the zero element 0 and the unit
element 1.
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(3) A complex number is scaled by a real number a E R by separately multiplying
the real part and the imaginary part by a.

scaling a o(xr+i xJ:= ((a xr)+i(a Xi)) a E R

The scaling operation is the outer operation 0 on the sets R and C. It satisfies
the defining properties of a vector space. That is, for a. b e R and (x, + i Xi)'
(Yr + i Yj) E C, the following properties hold :

associative (a 0 b) 0 (x, + i Xi) = a 0 (b 0 (x, + i Xi))

distributive (a+b) o (xr+i Xi) = a o(xr+i Xi) + b o(xr+ i Xi)

a o((xr + i Xi) + (yr +i y)) = a o(xr+i Xi) + a O(Yr+ i Yi)

identitive 1 0 (x, + i Xi) = (x, + i Xi)

(4) With properties (1). (2). (3) the domain ( R. C ; + . 0) has the defining proper­
ties of a vector space. Every complex number is a vector of this vector space.

(5) The vector space ( R . C ; + •0) of complex numbers has rank 2. Every basis
of the vector space contains exactly two non-zero complex numbers. which
are linearly independent. The following examples show two different bases.

first basis {1. i}

second basis : {(1 + i), (1 - i) }

Example 2 : Vector space of real polynomial functions

The additive domain (P n(x) ; + ) of real polynomial functions of degree n is a vector
space of rank n + 1 over the commutative field (R ; + . 0) of real numbers. This is
demonstrated in the following.

(1) A real polynomial function p(x) E Pn(x) of degree n depending on the vari­
able X is defined as follows:

real polynomial function

coefficient of the k-th term

degree of the polynomial

n
p(x) = L ck xk

k=O
Ck E R

n E I\J

X, p(x) E R

To simplify the notation. the index k = O.....n on the summation symbols is
dropped in the following. Two real polynomial functions are added by adding
the coefficients for each term xk separately.

addition

The addition of real polynomial functions is associative and commutative.
The zero polynomial L 0 xk acts as the identity element under addition . For
every polynomial function L ck xk there is a polynomial function L (- ck ) xk

which is its additive inverse. According to the definition in Section 3.3, the
additive domain (P n(x) ; +) is a commutative group.
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(2) According to Section 3.4.2, the additive and multiplicative domain (R ; +, 0)
of real numbers is a commutative field with the zero element Dand the unit
element 1.

(3) A real polynomial function is scaled by a real number a E R by multiplying
each coefficient by a.

scaling aoIckxk = I(ack)xk aE R

The scaling operation is the outer operation 0 on the sets R and Pn(x). It
satisfies the defining properties of a vector space. That is, for a, b e R and
I Ck xk, I dk XkE Pn(x) the following properties hold:

associative (a 0 b) 0 I Ck xk

distributive (a + b) 0 I Ck xk a 0 I Ck xk + b 0 I Ck xk

a o(Ickxk + Idkxk) = a oIckxk + aoIdkxk

identitive 1 0 I Ck xk = I Ck xk

(4) With properties (1), (2), (3) the domain (R, Pn(x) ; + ,0) has the defining prop­
erties of a vector space. Every real polynomial function of degree n is a vector
of this vector space.

(5) The vector space (R, Pn(x) ; + ,0) of real polynomial functions has rank n + 1.
It possesses a basis consisting of the n + 1 basis functions xk for k = D,...,n.
Every real polynomial function of degree n is a linear combination of these
basis functions with real coefficients.

basis: {x", xl , ..., x"}
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3.5.2 REAL VECTOR SPACES

Introduction : A real vector space is a specia l case of a general vector space.
The characteristic property of a real vector is that it is represented as an n-tuple
of real numbers. Addition and multiplication of real numbers are applied to real vec­
tors elementwise. This leads to the theory of real vector spaces.

Real vector : A vector is called a real vector of dimension n if it is an n-tuple
(Xl ' X2 , . . . , xn) with the elements xi E R. The set of all real vectors of dimension
n is the n-fold cartesian product Rn.

Real vectors of dimension n are usually not represented in the n-tuple notation.
Instead, the elements Xi of a vector x are arranged in a column, the index of the
element being used as a row index. This representation is called a column vector.

Real vector addition : Two real vectors of equal dimension are added by adding
the elements with the same index. The additive structure ( R ; +) of the real num­
bers thus carries over elementwise to real vectors.

x+y +

Xn Yn Xn + Yn

The addition + is an inner operation in the set Rn of n-dimensional real vectors.
By Section 3.3, The additive domain (Rn ; +) satisfies all defining properties of a
commutative group:

(1) The addition is associative , since for x, y, Z E Rn :

(x + y) + Z = x + (y + Z)

(2) The addition is commutative, since for x, y E Rn :

X+Y = y+X
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(3) The zero vector 0, whose elements are all 0, acts as an identity element un­
der addition, since for 0, x E Rn :

X+O = O+X = x

(4) For every real vector x there exists a vector -x which is its additive inverse,
so that x + (-X) = O. The vector -x contains the elements of the vector x with
opposite signs.

Real vector scaling : A real vector is scaled by a real number a E R by multiply­
ing each element of the vector by a. The multiplicative structure ( R ; 0) of the real
numbers thus carries over elementwise to real vectors.

x oa aox ao

The scaling operation is an outer operation on the set R of real numbers and the
set Rn of n-dimensional real vectors. It has the following properties :

(1) The scaling operation is associative, since for a, b e R and x E Rn :

(aebj ex = ao(box)

(2) The scaling operation is distributive, since for a, b e R and x, y E Rn :

(a+b) ox = a ex + box

ao(x +Y) = a ex + a oy

(3) The scaling operation is identitive, since for 1E R and x E Rn :

10x = x

Complete real vector space : The additive domain ( R n ; +) of n-dimensional
real vectors is a vector space over the commutative field ( R ; +, 0) of real
numbers. This vector space is called the complete n-dimensional real vector space
and is designated by ( R,R n ; + , 0). It has the defining properties of a vector space
specified in Section 3.5.1 :

(1) The domain ( R n ; +) is the infinite set of n-dimensional real vectors with the
vector addition + as an inner operation. It is a commutative group.

(2) The domain ( R ; +, 0) is the infinite set of real numbers with the addition +
and the multiplication 0 as inner operations. It is a commutative field.

(3) The vector scaling operation 0 is an outer operation on the infinite sets of real
numbers and of n-dimensional real vectors. It is associative, distributive and
identitive . Thus it has the defining properties of the operation 0 of a vector
space.
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Real unit vectors and canonical basis : A vector of the complete n-dimensional
real vector space is called a canon ical unit vector and is designated by e j if it con­
tains the unit element 1 of the commutative field ( R ; +, 0) of real numbers at posi­
tion i and the zero element 0 at all other pos itions .The set {e l , e2 , .. . , en} of canon ­
ical unit vectors is called the canonical basis (standard basis) of the comp lete n­
dimensional real vector space. Every n-dimensional real vector x E iR n is a linear
combination of the n canonical unit vectors with the elements xi as coefficients.

0 0

0 0
n

X I Xi e j Xl + X2 + ... + Xn
i= l

0 0

x,

General basis and rank : The canonical basis with the n unit vectors is a special
basis of the complete n-dimensional real vector space. Accord ing to the general
rules in Section 3.5.1, all finite bases of a vector space conta in the same number
of basis vectors. Thus every basis of the complete n-dimensional real vector space
contains exactly n basis vectors. Hence the complete real n-dimensional vector
space has rank n.

Coordinates of a real vector in a basis : Let a basis B = {v l ' V2 ' . . . , Vn} and
a vector x of a complete n-dimensional real vector space be given . The vector x
has a unique representation as a linear comb ination of the basis vectors of B. The
coefficients of this linear comb ination are called the coord inates of the vector x in
the basis B.

V'l V12 V'n X,

V2, V22 V2n
X2

n
X I aiv j a l + a2 + ... + an

i= l

Vnl Vn2 Vnn Xn

Vki element k of the basis vector v i

a j coordinate of the vector x for the basis vector Vi
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To determine the coordinates aj of the vector x in the basis S, the above linear
combination is written in rows. With ajvi = v ja j , this leads to a system of n linear
equations for the unknown coefficients a. , a2 ,.. . , an.

v l1 a1 + vt2 a2 + + vtn an x1

V21 at + v22 a2 + + v2n an x2

Due to the linear independence of the n basis vectors, this system of equations
possesses a unique solution a.. a2 ,... , an for the coordinates of the vector x in
the basis S. The coordinates ai are assembled in a vector a .The vector a is called
the coordinate vector of the vector x in the basis B.

Example 1 : Real three-dimensional vector space

vectors x, y E R3

y

vector addition x +y

O01 rn2 + 1 3

145

vector scaling 20 x = x 0 2

vector subtraction x + (-y)

vector scaling (-2) 0 Y = yo (-2)

01

1 0

4

(-2)

canonical basis and linear combination x = xt e1 + X2e2 + X3 e3
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Example 2 : Coordinates of a vector

The vectors {v 1 ' V 2 ' V 3 } shown below form a basis of the vector space [~ 3 . The
coordinates {a 1 , a2 ,a3 } of the vector x in this basis are determined by solving
the system of equations a1 v 1 + a2 v2 + a3 v3 = x.

rn ~m D rnv1 v2 v3 X = 7

17

4 a1 + a2 a3 = 12

}
a1 5

a1 + 2 a2 + a3 = 7 a2 -2

-a1 + a2 + 4a3 = 17 a3 6
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Introduction: The study of the properties of vector spaces requires a definition
of the concept of "vector spaces with identical structure". Two vector spaces are
identically structured (isomorphic) if there exists a bijective mapping between
them which preserves structure (is homomorphic) in both directions. Homo­
morphic mappings of vector spaces are called linear mappings.

Matrices are introduced to define the mapping rules of linear mappings. Matrices
of the same dimension with the inner operation of matrix addition and the outer op­
eration of matrix scaling form a vector space. The composition of linear mappings
leads to the concept of matrix multiplication.

Linear mapping : Let (A, V ; +, 0) and (A, W ; +, 0) be vector spaces over the
same commutative field (A ; + , 0). The vector sets V and W with their inner and
outer operations may be different. A mapping f : V ~ W with f(v) = w is called a
linear (homomorphic) mapping from the vector space (A, V ; +, 0) to the vector
space (A, W ; +, 0) if for all vectors x, y E V and for all a E A the order in which the
operation and the mapping are applied may be changed without changing the
result:

inner operation

outer operation

f (x +Y)
f (a 0 x)

f (x) + f (y)

a 0 f (x)

The defining properties of a linear mapping imply that the image of a linear combi­
nation with coefficients ai E A and vectors Xi E V is equal to the linear combination
of the images f( Xi) with the same coefficients ai.

linear combination f ( I ai Xi) = I ai f (Xi)
iEI iEI

Image space of a linear mapping : A linear mapping f : V ~ W maps a vector
space (A, V ; +, 0) to a vector space (A, W ; +, 0). Every vector X E V is assigned
a unique image f(x) E W. The set of the images f(x) for all x E V is called the image
of V under f and is designated by f(V). The image of V is a subset of W, since there
may be vectors Z E W which have no preimage in V. The domain (A, f(V) ; +, 0)
is a vector space and is called the image space of (A, V ; +, 0) with respect to the
linear mapping f (the vector space induced by f). Since f(V) ~ W, the image space
(A, f(V) ; +, 0) is a subspace of the vector space (A, W ; +, 0).

image f(V) := {f(x) I x E V}

image space (A, f(V) ; +, 0)
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Linear mapping rule : Let B be a basis of a vector space (A, V ; +, 0) of rank m
with the basis vectors v 1,. . . ,vm. Then every vector x E V has a unique representa­
tion as a linear combination of the basis vectors.

m
X = I a, v,

i= 1 I I

A linear mapping f : V -- W maps the basis B to an image f(B) consisting of the
images f(v1),oo.,f(vm) of the basis vectors. Since the mapping f is linear, the image
f(x) is determined as a linear combination of the images of the basis vectors.

m
f(x) = I a, f(v.)

i=1 I I

Hence a linear mapping f : V -- W is uniquely determ ined by the images of the

basis vectors of a basis B c V. The image f(B) spans the image space
(A, f(V); +, 0), since every element f(x) of the image f(V) is a linear combination
of the vectors of f(B). The image f(B) is, however, not necessarily a basis, since
the vectors of f(B) may be linearly dependent.

Image basis of a linear mapping: Let (A, V ; +, 0) be a vector space, and let
f : V -- W be a linear mapping which induces the image space (A, f(V); +, 0).
A basis F c f(V) of the image space is called an image basis of the linear mapping.
According to the definition in Section 3.5.1, the rank of the image space is equal

to the number of vectors in the image basis .

Construction of an image basis : Let the image f(B) of a basis B of a vector
space (A, V ; +, 0) under the linear mapping f : V -- W be given. Then f(B) spans
the image space f(V). An image basis F may be constructed from the generating
set f(B) using the method described in Section 3.5.1.

Defect of a linear mapping : Let a vector space (A, V ; +, 0) of rank m be
mapped to an image space of rank r by a linear mapp ing f : V -- W. Then the
construction of the image basis yields r:s m. The difference d = m - r is called the

defect of the linear mapping f.

Types of linear mappings : Let a vector space (A, V ; + , 0) of rank m and a

vector space (A, W ; +, 0) of rank n be given , along with a linear mapping
f : V -- W which induces an image space (A, f(V); +, 0) of rank r. A linear mapping

is injective, surjective or bijective, respectively, if and only if :

(1) f is injective = r = m

(2) f is surjective = r = n

(3) f is bijective = r = m = n
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Proof : Types of linear mappings

The vector space (A, V ; +, 0) has a basis B which contains exactly m linearly inde­
pendent basis vectors v., ...,VmE V. Every basis vector ViE V is mapped to an
image f(v j ) E W. Since the image space is of rank r, exactly r images of the basis
vectors are linearly independent. They form an image basis F of the image space
(A, f(V); + , 0). Let the basis vectors v 1"",vr be chosen such that their images
f(v 1) , .. . ,f(vr) form an image basis.

basis B = {v1"" 'vr"" ,vm } ~ V

image basis F = {f(v1) , .. . , f(v r) } ~ f(V) c W

(1) Let the mapping f be injective. Then two different vectors x ~ y of V have two
different images f(x) ~ f(y) in W.The zero vector 0v E V is mapped to the zero
vector OwE W. Every basis vector v j ~ 0v is mapped to an image f( v j ) ~ Ow'
Every linear combination I aj Vi with coefficients a j ~ 0 differs from the zero
vector 0v' Its image is the linear combination I aj f(vi) ~ Ow' Therefore the
images f(v j ) of all basis vectors v i are linearly independent, and hence the
rank r is equal to the rank m.

Conversely, let the rank r be equal to the rank m. Then the images f(vi) E W
of all basis vectors v iE V are linearly independent. This implies that for two
different vectors x = I aj Vi and y = I bj v j of V the images I aj f(vi) and
I bj f(v j ) are also different. Hence the mapping f is injective.

(2) Let the mapping f be surjective. Then every vector Z E W has a preimage
x E V with z = f(x) , and hence f(V) =W. Every image basis F is a basis of the
image space (A, f(V) ; + ,0), and thus a basis of the vector space (A, W ; + ,0).
Hence the rank r is equal to the rank n.

Conversely, let the rank r be equal to the rank m. Then every basis of the vec­
tor space (A, W ; +, 0) is an image basis of the image space (A, f(V) ; +, 0).
Two vector spaces with the same basis are identical. Thus W = f(V), and
hence the mapping f is surjective.

(3) A mapping is bijective if it is both injective and surject ive. By (1) and (2), this
is the case if and only the rank r is equal to the rank m and to the rank n.

Isomorphic vector spaces : Two vector spaces (A, V ; +, 0) and (A, W; +, 0)
are said to be isomorphic if there is a bijective linear mapping f : V ~ W. Iso­
morphic vector spaces have the same algebra ic structure. They differ only in the
meaning of the set of vectors and of the vector operations. Two vector spaces of
finite rank over the same domain (A ; +, 0) are isomorphic if and only if they are
of equal rank. Every vector space (R , V ; +, 0) of rank n over the field (R ; +, 0)
of real numbers is isomorphic to the complete n-dimensional real vector space
(R, Rn; + , o).
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f(x) = r

Example 1 : Complete two-dimensional real vector space

The vector space (R, iC ; +, 0) for the addition of complex numbers over the field
(R ; +, 0) of real numbers is treated in Example 1 of Section 3.5.1. It is isomorphic
to the complete two-dimensional real vector space (R, R2 ; +, 0), since there is
a bijective linear mapping f: C~ R2 .

(1) Every complex number xr + i xi E iC corresponds to a pair (x., x.) E R2 with
the real part Xr E R and the imaginary part xj E R. This pair corresponds to a
two-dimensional real vector. This one-to-one correspondence is a bijective
mapping f: iC ~ R2.

f: iC~ R2

r ~ I'.IE R'
xi

(2) The mapping f has the defining properties of a linear mapping:

~r +~rf(x +y) = f(x) +f(y) =
Xi Yi

f(a 0 x) = a 0 f(x) = ~ 0 a

G

x, + Yr

(3) Since the mapping f is bijective and linear, every basis B (;; C corresponds
to a basis f(B) E R2. This is demonstrated for two examples:

B = {1, i} (;; c

B = {1 + i, 1 - i} c c

Matrix of a linear mapping : Let a vector space (A, V ; +, 0) of rank m, a vector
space (A, W ; +, 0) of rank n and a linear mapping f : V~ W be given. Every basis
vector v j E V of a basis Bv (;; V is mapped to an image f(Vi) E W. Then every image
vector f(v j ) has a unique representation as a linear combination of basis vectors
wkE W of a basis Bw (;; W with coefficients aikE A :

n
f(v j ) = I ajk W k

k=1

i = 1,...,m
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The coefficients aik are arranged in a rectangular scheme, using the first index as
a row index and the second index as a column index. This scheme is called a matrix
scheme. The coefficient aik appears in row i and column k of the matrix scheme.

A

all ... a l k ... a l n

ail ... a ik ... a in

amI ... amk ... amn

- 1

- i

-m

t
1

t
k

!
I
n

row dimension m column dimension n

row index i = 1, 2 ,..., m column index k = 1,2,..., n

row i (ail"'" ain) column k (a l k,···, amk)

An rn- n-tuple with elements aikE A is called a matrix and is designated by an
uppercase letter in boldface. The set of all matrices with row dimension m and
column dimension n is the ru-n-fold direct product Amx An, which is designated

by Am,n . A matrix A is said to be quadratic if its row dimension is equal to its column
dimension. A matrix is said to be real if its elements are real numbers.

Matrix addition : Two matrices A, B E Am,n are added by adding elements that
have the same indices. The additive structure (A ; +) thus carries over to matrices
elementwise.

C = A+B i = 1, ...,m ; k = 1, ...,n

The addition + is an inner operation in the set Am,n of matrices. The additive
domain possesses the defining properties of a commutative group specified in
Section 3.3 :

(1) The addition is associative, since for A, B, C E Am,n :

(A + B) + C = A + (B + C)

(2) The addition is commutative, since for A, B E Am,n :

A+B = B+A

(3) The zero matrix 0, whose elements are all 0, acts as an identity element
under addition, since for 0, A E Am,n :

A+O=O+A=A

(4) For every matrix A there exists an additive inverse -A such that
A + (- A) = O. If the elements of the matrix A are aikE A, then the elements
of the matrix - A are the additive inverses - aik E A.
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Matrix scaling : A matrix A E Am,n is scaled by a number a E A by multiplying
each element of the matrix by a. The algebraic structure (A ; 0) thus carries over
to matrices elementwise.

B = a 0 A = A 0 a with bik = a aik i = 1,...,m ; k = 1,...,n

The scaling operation is an outer operation on the set A and the set Am,n of
matrices. It has the following properties :

(1) The scaling operation is associative, since for a, b e A and A E Am,n :

(aob)oA = ao(boA)

(2) The scaling operation is distributive , since for a, b E A and A, BE Am,n :

(a + b) 0 A = aoA + boA

ao(A + B) = aoA + aoB

(3) The scaling operation is identitive , since for 1 E A and A E Am,n :

10 A = A

Vector space of matrices: The additive domain (Am,n; +) of matrices with row
dimension m and column dimension n over the commutative field (A ; + ,0) is des­
ignated by (A, Am,n ; + ,0). It is a vector space of rank rn- n which has the defining
properties required in Section 3.5.1 :

(1) The domain (Am,n ; + ) is a commutative group.

(2) The domain (A; + ,0) is a commutative field.

(3) The outer operation 0 on the sets A and Am,n is the scaling operation . It is
associative. distributive and identitive.

For each j = 1,...,m and each q = 1....,n the canonical basis of the vector space
(A, Am,n ; + ,0) contains the matrix Ajq , whose elements aik are 1 for i = j and k = q
and 0 otherwise . Thus the vector space has rank m-n.

Example 2 : Linear mapping

Let a vector space (IR. V ; +, 0) of rank 2 with the basis vectors v l' V2 EVe IR 3

and a vector space (IR , W ; +, 0) of rank 2 with the basis vectors w l' W2 EWe IR 4

be given. The two vector spaces are isomorphic. The bijective mapping f : V ~ W
is defined by a quadratic matrix A E IR 2,2 .
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To determine the image f(x) E V of a given vector x E V, the vector x is first ex­
pressed as a linear combination of the basis vectors v 1 and v2 with the coefficients
a1 and a2 . Then the images of the basis vectors v 1 and v2 are calculated using

the matrix A. The image f(x) is the linear combination of the images f(v1) and f(v2)

with the coefficients a1 and a2 .

- 1 5
f(v1) = 30 - 20

0 3

0 -2

3

-1
f(v2) = 20 + 1 0

0 2

0

3 10

5 8
f(x) 1 0 + 30

3 2 9

-2

1

3
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Composition of linear mappings : Let the vector spaces (A, U ; + , 0),
(A, V ; + , 0) and (A, W ; +, 0) with ranks m, n, s and basis vectors u j E U, v k E V,
WrE W be given , as well as mappings f : U~V and g : V ~ W. Every image

f( U i) E V has a unique representation as a linear combination of the basis vectors

Vk E V with coefficients aikE A. Every image g(vk) E W has a unique representa­
tion as a linear combination of the basis vectors WrE W with coefficients bkr .

5

g(vk) = I bkr Wr
r=1

i = 1,...,m

k = 1,00.,n

The composition of the linear mappings g and f is a linear mapping g 0 f : U ~ W.
Every image g(f(u j )) E W has a unique representation as a linear combination of
the basis vectors W rE W with coefficients c jrE A.

n n 5

g(f(u j)) I a jk g(vk) I I aik bkr Wr
k=1 k=1 r=1

5 n
g(f(u j)) I Cjr «. Cjr = I aik bkr

r=1 k=1

Matrix multiplication : The matrix C for a composition g 0 f : U ~W is called the
product of the matrices A and B for the mappings f : U ~ V and g : V ~ W. The
product of A and B is designated by A 0 B. Often the symbol 0 is dropped and the
product is designated by AB. The product of A and B is only defined if the column
dimension of A and the row dimension of B coincide.

C A oB

i = 1,00 .,m; r = 1,00 .,s

Matrix multiplication allows a convenient graphical representation. The following

example shows the calculation of the coefficient c jr of the matrix C using row i of

the matrix A and column r of the matrix B. Coefficients ajk and bkr with the same

index k are multiplied. The products are summed.
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A oB =C
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I
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.

~ amI I amk a mn Cml Cms

8

C

In the general case, the multiplicat ion of two matrices is an outer operation on the
sets Am,n and An" with the target Am" . In the case of quadratic matrices with
m = n = r, it is an inner operat ion in the set Am,m ' The multiplicative domain
(Am,m ; 0) has the defining propert ies of a semigroup with identity element specif ied
in Section 3.3.

(1) The multiplication is associative, since for A, B, C :

(A 0 B) 0 C = A 0 (B 0 C)

(2) The ident ity matr ix I, whose elements aij are 1 for i = j and a for i ;.! j, acts

as the ident ity element under multiplication , since for I, A E Am,m :
A oI=I oA=A

Ring of matrices: The additive and multiplicat ive doma in (Am,m; +, 0) of qua­
dratic matrices is a ring with the defining properties specif ied in Section 3.4.2 :

(1) The domain (Am,m ; + ) is a commutative group.

(2) The domain (Am,m ; 0 ) is a semigroup.

(3) The multip lication 0 is distributive with respect to the addit ion + , since for
A, B, CE Am,m:

A 0 (B + C) A 0 B + A 0 C

(A + B) 0 C A 0 C + B 0 C
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The ring (Am,m; +, 0) is a ring with identity element, since the identity matrix I acts
as an ident ity element under the multipl ication o , However, the ring contains zero
divisors, since A 0 B =0 does not imply A =0 or B =O.

Example 3 : Composition of linear mappings

Let the real vector spaces of dimensions 2,3,4 with the sets R2 , R3 , R4 of vectors
be given. Let the matrix of the linear mapping f: R2 ~ R3 be A E R 2 3' and let the
matrix of the linear mapping g : R3 ~ R 4 be BE R 34 . The matrix CE R 2 4 of the
composition g o f : R2 ~ R 4 is calculated as the product C = A 0 B. '

1 - 1 1 2

-1 2 1 1

0 1 -1 0

B

[41=2[2l~
A~~C A oB
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Introduction: Vectorand matrixalgebrahasmanyapplicationsin the formulation
and solutionof geometric,physicaland technical problems. Itdevelopedout of the
theory of systemsof linearequations. The basic theory is treated in a general form
in the preceding sections on vector spaces and linear mappings. This section
builds on that basis and presents the elementarydefinitions, operationsand rules
for realand complexvectorsand matriceswhichare important in practicalapplica­
tions.

3.7.1 DEFINITIONS

Scalar : A quantity is said to be scalar if it is describedby exactlyone value. Real
and complex scalars are considered in the following.

Vector : An n-tuple of elements is called a vector of dimension n and is desig­
nated by a lowercaseletter in boldface. A vector is said to be real if all its elements
are real. A vector is said to be complex if all its elements are complex. The ele­
ments xi of a vector x are arranged in a column by using the index of the element
as a row index. This representation is called a column vector.

x = xi - row i

Special vectors : A vector is called a zero vector and is designatedby 0 if all of
its elements are O. A vector is called a canonical unit vector and is designatedby
ek if the element xk is 1 and all other elements are O. Canonical unit vectors are
represented using the Kronecker symbol 0ik' which has the value 0 for i ~ k and
the value 1 for i = k.

zero vector 0

unit vector ek

Kronecker symbol

Xi = 0

Xi = 0ik

0ik = 1 for k = i

0ik = 0 for k ~ i

i = 1,...,n
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Matrix : An m . n-tuple of elements is called a matrix with the dimensions m, nand
is designated by an uppercase letter in boldface. A matrix is said to be real if all
of its elements are real. A matrix is said to be complex if all of its elements are
complex. The elements a ik of a matrix A with the dimensions m, n are arranged in
a rectangular scheme with m rows and n columns by using the first index as a row
index and the second index as a column index. The elements aik are called
diagonal elements for i = k and non-diagonal elements for i ~ k. A matrix is said to
be quadratic if the row dimension and the column dimension coincide .

A

all ... a1k ... a1n

ail ... aik ... ain

am1 ... amk ... amn
!
I column k

row i

m row dimension

n column dimension

m = n quadratic matrix

akk diagonal element

a ik non-diagonal element for i ~ k

Special quadratic matrices : Some designations for matrices with special pat­
terns of elements are defined in the following. In the graphical schemes, zero ele­
ments are represented by empty squares and elements with an arbitrary value are
represented by shaded squares.

zero matrix:

o

0 ... 0 ... 0

0 ... 0 ... 0

0 ... 0 ... 0

Xik :=0

A matrix is called a zero matrix if all of its elements are O.
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identity matrix:

I =

1

1

1

A matrix is called an identity matrix if all of its diagonal
elements are 1 and all of its non-diagonal elements are O.

diagonal matrix:

0 =
I

,
I I

Xik := 0 for i;c k

A matrix is called a diagonal matrix if all of its non-diagonal
elements are O.

lower triangular matrix : I I I

m
-!------i----n-

L = I
I J=
I I

Xik := 0 for i < k

A matrix is called a lower triangular matrix if all elements
above its diagonal are O.

upper triangular matrix :

R =

I I
I

# 1--

Xik : = 0 for i > k

A matrix is called an upper triangular matrix if all elements
below its diagonal are O.
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3.7.2 ELEMENTARY VECTOR OPERATIONS

Equality : Two vectors u and v are equal if they have the same dimension nand
elements with the same indices are equal.

u = v :=
n

1\ (u .=v.)
i = 1 I I

Addition and subtraction : Two vectors u and v can only be added or sub­
tracted if they have the same dimension n. The addition + and the subtraction ­
are carried out by adding and subtracting, respectively, the elements with identical
indices.

w=u+v

w=u-v

1, ,n

1, ,n

Scaling : A vector u is scaled by a scalar c by multiplying each element of the
vector by c.

v = cu i = 1,...,n

Rules for vector operations : The rules for the elementary vector operations
follow from the theory of vector spaces:

(1) Vector addition is associative and commutative.

(u + v) + w = u + (v + w)

u +v=v+u

(2) Vector scaling is associative, and it is distributive with respect to addit ion.

(ab)u = a(bu)

(a +b)u = au +bu

a(u + v) = au +av

(3) For the zero vector 0 and the scalars 0 and 1 :

u+O = u

u-u = 0

1u

Ou

u

o aO = 0

From au = 0 it follows that a = 0 or u = O.

Scalar product : The scalar product of two vectors u and v can only be formed
if the two vectors have the same dimension n. The scalar product is designated
by u 0 v or by uTV. The result of a scalar product is a scalar s, which is calculated
as follows :

s = uev s
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p

,....-
U 1
-

I I
l-

uI Pi~t1- - - f--.

- - n-r-Urn
'--u

Dyadic product : The dyadic product of a vector u of dimension m and a vector
v of dimension n is a matrix P of row dimension m and column dimension n. It is
designated by u vT and is calculated as follows :

P = u v" Pjk := ujvk i=1 •...,m; k=1, ...,n

Graphical representation The scalar product uTv and the dyadic product
u vT, which are special cases of the general matrix product, may be represented
graphically. The vectors uT and vT are called transposed vectors of u and v. The
elements of a transposed vector are arranged in a row by using the index of the
element as a column index. Transposed vectors are therefore also called row
vectors. The following example shows the graphical representation of the calcula­
tion of the scalar product and the dyadic product.

v V1 Iv1 •.• I vk l '" IVnIvT

scalar product s = uTv dyadic product P = u VT

Rules for scalar products : The definition of the scalar product implies the fol­
lowing rules for real vectors :

(1) The scalar product is commutative .

uev = veu

(2) The scalar product is distributive with respect to vector addition.

uo(v+w) = UOV + u ow

(3) The scalar product is associative with respect to vector scaling.

(cuj ev = ctuev)

(4) The scalar product u 0 u is positive for u ~ o.
u 0 u > 0 for u ~ 0

Orthogonal and orthonormal vectors : Two real non-zero vectors u and v are
said to be orthogonal if the scalar product u 0 v is zero. They are said to be ortho­
normal if the scalar product u 0 v is zero and the scalar products u 0 u and v 0 v are
one.

u and v are orthogonal := u 0 v = 0 1\ u ~ 0

u and v are orthonormal := u 0 v = 0 1\ u 0 U =

1\ V ~ 0

1\ Vov=1
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Examples : Scalar products

Let real vectors x, y of the three-dimensional space IR 3 be given:

~ ~
x=li-J y=tiJ

The scalar products x 0 x, yo y, x 0 yare calculated as follows :

xe x = x"x = 1 ·1 + 2·2 + 1·1 = 6

yoy = v'v = (-1).(-1) + 1·1 + 4·4 = 18

xoy = xTy = 1·(-1) + 2·1 + 1·4 = 5

The positive square root of the scalar product x 0 x is called the length of the vector
x. It is a norm (see Section 3.7.4) and is designated by [ x ]. The lengths of the
vectors x and yare calculated as follows :

[ x ]

Ilyll

j6 = 2.449

f18 = 4.243

A vector is normalized with respect to its length by scaling it with the reciprocal of
its length. The normalized vectors xN• YN are calculated as follows:

YN = Y / II YII

_1_ x
j6

_1_ y
j18

0.408

0.816

0.408

-0.236

0.236

0.943

The angle y between the vectors x and y is calculated from the scalar products
according to the cosine rule of trigonometry :

cosy =
xoy xoy

O:::;y:::;n
ll x ll . Il yll j (xox)(yoy)

cosy = 5 0.481
~

Y arc cos 0.481 1.069
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From two vectors x and y, a linear combination z ~ 0 is to be formed which is
orthogonal to x, so that xez = o. It is assumed that x.e x ~ O.

z ax+by

xoz = xo(ax + by) atxe x) +b(xoy) a

a -b xoy
xox

xoy xoy
z -b -x+by = b(y--x)

xox xox

The vector z is not uniquely determined, since b may be an arbitrary non-zero real
scalar. For b = 1 :

z

xez = a
01 m1 ~ 2

6
4 1 ~

1 1

1 -4
6

19
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3.7.3 ELEMENTARY MATRIX OPERATIONS

Equality : Two matrices A and B are equal if they have the same row dimension
m and the same column dimension n and the elements with identical indices are
equal.

m n
A = B := /\ /\ (a ik= bik)i=l k=l

Addition and subtraction : Two matrices A and B can only be added or sub­
tracted if they have the same row dimension m and the same column dimension n.
The addition + and the subtraction - are carried out by adding and subtractinq,
respectively, the elements with identical indices.

C = A + B Cik aik + bik i=1,...,m , k= 1,...,n

C = A - B cik aik - bik i=1 ,...,m , k= 1,...,n

Scaling : A matrix A is scaled by a scalar c by multiplying each element of the
matrix A by c.

B = cA i = 1,...,m ; k = 1,...,n

Multiplication A matrix A can be multiplied by a matrix B from the right only if
the column dimension of A and the row dimension of B coincide. The matrix
product AB, a matrix with the row dimension of A and the column dimension of B,
is calculated as follows:

n
C=AB cir= Iaikbkr i=1,...,m ;r=1,...,s

k=1

The product of a matrix and a vector is a special case of matrix multiplication. A
matrix A can only be multiplied by a vector u from the right if the column dimension
of A and the dimension of u coincide. The product of a matrix and a vector, a vector
whose dimension is the the row dimension of A, is calculated as follows :

v = Au
n

vi := I aik Uk
k=1

i=1,...,m
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Graphical representation : The product of two matrices and the product of a
matrix and a vector are graphically represented as follows:

A

b l r
I

~

i
k • bkr

I

k -

1 bnr

~~I I I I -

matrix product C = AB

C

k
I Un

~~
A I [j v

product of matrix and vector v = Au

Rules for matrix operations : The rules for the elementary matrix operations
follow from the theory of vector spaces :

(1) Matrix addition is associative and commutative.

(A + B) + C = A + (B + C)

A+B = B+A

(2) Matrix scaling is associative , and it is distributive with respect to addition .

(ab)A

(a + b)A

a(A + B)

= a(bA)

= aA+bA

= aA+aB

(3) Matrix multiplication and the multiplication of a matrix and a vector are associ­
ative, and they are distributive with respect to addition. Matrix multiplication
for quadratic matrices is not commutative in general.

(AB)C A(BC)

(A+B)C = AC+BC

A(B + C) = A B + AC

AB ~ BA

(AB)u = A(Bu)

(A+B)u = Au+Bu

A(u +v) = Au +Av

(4) For the zero matrix 0 and the identity matrix I and the scalars 0 and 1 :

A+O = A

A-A = 0

IA = A

AO = 0

AI = A

OA = 0

1A = A

OA = 0

lu = u

From cA =0 it follows that c =0 or A = o. However, from AB =0 it does not
follow that A = 0 or B = o.
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Inverse : A matrix X is called a right inverse of the matrix A if AX = I. A matrix V
is called a left inverse of the matrix A if VA = I. If the matrix A has row dimension
m and column dimension n, then a left or right inverse of A has row dimension n
and column dimension m. The following rules hold for the existence of inverses of
a matrix A:

(1) If m < n, the matrix A may possess a right inverse, but not a left inverse. If
a right inverse exists, it is not unique.

(2) If m > n, the matrix A may possess a left inverse, but not a right inverse. If
a left inverse exists, it is not unique.

(3) If m = n, the quadratic matrix A may possess both a left inverse and a right
inverse. If a left and right inverse exist , they are identical and unique. The
inverse of a quadratic matrix A is designated by A-1.

Regular and singular matrices : A quadratic matrix A is said to be regular if it

has an inverse A-1. It is said to be singular if it does not have an inverse.

Rules for inverses : The definition of the inverse of a regular matrix implies the
following rules:

(1) The inverse of the inverse of a regular matrix A is the matrix A .

(A-1) - 1 = A

(2) The inverse of a scaled matrix cA is equal to the inverse of A scaled by a
factor c-1.

(CA)-1 = c-1A-1

(3) The inverse of a product AB of two regular matrices A and B is equal to the
product of the inverses in reverse order.

(AB)-1 = B-1A-1

Transposition : A matrix A of row dimension m and column dimension n is

transposed by interchanging its rows and columns in the matrix scheme. The
transpose of A is designated by AT; it is a matrix of row dimension n and column

dimension m.

i =1,...,m ; k =1•...,n
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Rules for transposes : The definition of the transpose of a matrix implies the
following rules:

(1) The transpose of the transpose of a matrix A is the matrix A.

(AT)T = A

(2) The transpose of the sum of two matrices A and B is the sum of the two
transposes.

(A + B)T = AT + BT

(3) The transpose of a scaled matrix cA is equal to the transpose of A scaled by
a factor c.

(CA)T = CAT

(4) The transpose of the product of two matrices A and B is the product of the
two transposes in reverse order.

(AB)T = BTAT

(5) The transpose of the inverse of a regular matrix A is the inverse of the trans­
pose. It is sometimes designated by A-T.

(A-1)T = (AT) - l = A-T

Symmetric and antisymmetric matrices : A quadratic matrix A is said to be
symmetric if the matrix and its transpose coincide. It is said to be antisymmetric
if the matrix and its negative transpose coincide. The diagonal elements of an anti­
symmetric matrix are zero.

A is symmetric :=

A is antisymmetric :=

Rules for symmetric and antisymmetric matrices : The definition of the sym­
metry and antisymmetry of matrices implies the following rules :

(1) The sum of two symmetric matrices is a symmetric matrix. The sum of two
antisymmetric matrices is an antisymmetric matrix.

(2) Scaling a symmetric matrix yields a symmetric matrix. Scaling an antisym­
metric matrix yields an antisymmetric matrix.

(3) Every quadratic matrix A has a unique representation as the sum of a sym­
metric matrix As and an antisymmetric matrix AA.

A = As + AA As = ~ (A + AT) AA = ~ (A - AT)

(4) The inverse of a regular symmetric matrix is symmetric.
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Orthonormal matrix : A real quadratic matrix A is said to be orthonormal if its
column vectors are pairwise orthonormal. This is equivalent to the condition that
the transpose AT and the inverse A- 1coincide .

A is orthonormal := ATA = AAT = I = AT =A-1

Rules for orthonormal matrices : The definition of orthonormality of matrices
implies the following rules:

(1) The product of two orthonormal matrices is an orthonormal matrix .

(2) The inverse of an orthonormal matrix is orthonormal.

Nilpotent matrix : A quadratic matrix A is said to be nilpotent if the product A A
is equal to the zero matrix O. The dyadic product xyTof two vectors x, y is a nilpotent
matrix if and only if the vectors x and yare orthogonal, so that xTy = YTX = 0 :

A xyT

AA xyTxyT = X(yTX)yT = (yTX)xyT = O·xyT = 0

Idempotent matrix : A quadratic matrix A is said to be idempotent if the product
AA is equal to A. The matrix A = I - x YT is idempotent if the vectors x and yare
not orthogonal and xTy = YTX = 1 :

A l-xyT

AA (I - xyT) (I - xyT) = 1-2 xyT+ XYTxyT

1-2 xyT+ X(yTX)yT = 1-2 xyT+ xyT = l-xyT = A

Self-inverse matrix : Aquadratic matrix A is said to be self-inverse if the inverse
A- 1coincides with A, so that AA = I. The matrix A = I - 2 x YT is self-inverse if the
vectors x and yare not orthogonal and xTy = YTX = 1 :

A 1-2 xyT

AA (1-2 xyT) (1-2 xyT) =1-4xyT+4xyTxyT

1-4 x yT + 4 X(yTx)yT = 1-4 xyT + 4 x yT = I

A self-inverse matrix A with AA = I is orthonormal if A is symmetric, so that A = AT.
The self-inverse matrix A = I - 2 xyTwith xTy = 1 is symmetric if y = x and hence
xTx=1:

A 1-2 xxT

AT (1-2xXT)T = IT -2 (XT)TXT = 1-2x xT = A
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Example 1 : Matrix products

The product AAT is symmetr ic.

[ill
AT

1 - 1 .

2 1

1 0

Affi±fB EEEE
The product L M of two lower triangular matrices is a lower triangular matrix.

121

L

- 2 0 0

1 - 1 0

-1 2 1

- 1 0 I 0 2 0 0

1 1 0 -1 -1 0

2 1 1 -4 1 1

M

LM

The product A B of the following matrices A and B is a zero matrix 0, although
neither A nor B is a zero matrix.

R=R B
l±l±J

~~
A lili..IiJ~ AB=O
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Example 2 : Inverse matrices

Let the following matrix A be given. The rectangular matrix B is a right inverse of
A for arbitrary values of a, b e R, since A B = I :

A A-1 = I

0.375 0 -0.250

0 0.500 0.500

-0.250 0.500 1.000

4 -2 2 1 0 0

-2 5 -3 0 1 0

2 -3 3 0 0 1
A

Let the following symmetric matrix A be given . It is regular and has a unique sym­
metric inverse A- 1. The products A A-1 and A-1A are equal to the identity matrix I.

A-1

Example 3 : Orthonormal matrices

Let an orthonormal matrix R containing sine and cosine funct ions of an angle a
be given. The products RTR and RRT are equal to the identity matrix since
sin 2a + cos?« = 1.
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Bilinear form : A bilinear form is a scalar quant ity b which is calculated from the
vectors u and v and a matrix A as follows:

m n
b:= uTAv = L L ujaikvk

i=l k=l

Quadratic form : Aquadratic form is a scalar quantity q which is calculated from
a vector u and a quadratic matrix A as follows :

m m
q := uTAu = L L ujaikuk

i=l k=l

Positive definite matrix : A quadratic real matrix A is said to be positive definite
if the quadratic form q is invariably positive for arbitrary non-zero real vectors u.
It is said to be positive semidefinite if q is positive or zero.

A is positive definite := 1\ uTA u > 0
u;"o

A is positive semidefinite

Trace : The trace of a quadratic matrix A is the sum of its diagonal elements:

m
tr A L akk

k=l

Determinant : The determinant of a quadratic matrix A is a scalar which is calcu­
lated according to the following recursive rule:

n
detA := L (-1)i+k ajk detAjk iE{1,...,n}

k=l
n dimension of the quadratic matrix A

Aik the quadratic matrix of dimension n - 1 which is obtained from A by
deleting row i and column k

The determ inants of quadratic matrices of dimension n = 1,2,3 are calculated as
follows:

det~

det 1-+--- 1

det

al1 a12 a13

a21 a22 a23

a31 a32 a33

all a22 a33 + a12 a23 a3l + a13 a2l a32

a13 a22 a3l - all a23 a32 - a12 a2l a33
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Rules for determinants : The follow ing rules hold for dete rminants:

(1) The determinants of a matrix A and of its transpose AT are equal.

det A = det AT

(2) The dete rminant of the inverse A- 1of a regular matrix A is equal to the recip­
rocal of the determinant of A.

det A- 1 = 1 / det A

(3) The determinant of a product A B of two quadratic matr ices A and B is equal
to the product of the determ inants of A and of B.

det (AB) = det A * det B

(4) If the matrix A is a lower triangular matrix L, an upper triangular matrix R or
a diagonal matrix D, then its determinant is the product of its diagonal ele­
ments.

n
det A = n akk

k=l
A = L, R, D

Norms : Norms are scalars which are def ined for a vecto r v and a quadratic

matrix A as follows :

n
II v ioo := max Ivkl II A r, max I I aik I

k k=l

n n
II V 11 1 I IVk l II Al1 1 max I Iaik I

k=l k i= l

[ Jl
r/2 [ n n r/2Il v lb IVk 1

2
II A ~ 2 i~l k~l Iaik 1

2

Rules for norms : The following rules hold for norms with the same index:

[ cv ] [c III v ii Il cA 11 I c l ll A l1

[ u -i- v ] -s Il u ll + ll v ll IIA + B II ~ II AII +II BII

IIA v l1 ~ II All ll v l1 II A BII ~ II AII II B II
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Example 1 : Determinants

Let a quadratic matrix A be given; its determinant is calculated according to the
recursive rule with i = 1 as follows.

det A det

4 -2 2

-2 5 -3

2 -3 3

f (_1)k+l a l k det A1k
k=l

det All det~
-3 3

det A12 00det
2 3

det A13 mdet
2 -3

5 * 3 - (-3) * (-3) = 6

(-2) * 3 - (-3) * 2 = 0

(-2) * (-3) - 5 * 2 = -4

det A an det All - a12 det A12 + a13 det A13

4*6 - (-2)*0 + 2*(-4) = 24 - 8 = 16

The determinant of the inverse A-1 is calculated from the determinant of A
according to the rules for determinants:

det A-l = 1jdet A = --L
16
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Example 2 : Quadratic form and norms

Let a quadratic matrix A and a vector u be given. The calculation of the vector
v = A u and the quadratic form uTv = UTAu is represented graphically:

4 -2 2

-2 5 -3

2 -3 3

§"
CYl

A ~ Au =V

uTETI0 uTv=uTAu

The norms IIuIIi' IIV Iii and IIAIii are calculated as follows:

IIu1100 max{2,1,1} 2

IIu 111 2 + 1 + 1 4

IIuIb [22 + (_1)2 + 12]°.5 j6

l v l, = 12

II v l11 = 34

Il vlb = ) 388

II A1100 max{(4+2+2), (2+5+3),(2+3+3)} = 10

II Al11 max{(4+2+2), (2+5+3),(2+3+3)} = 10

II A 112 [42 + (_2)2 + 22 + (_2)2 + 52 + (_3)2 +
22 + (_3)2 + 32]°.5 = j84

The norms IIA1100 and II A111are equal, since the matrix Ais symmetric. The vector
and matrix norms are compatible :

IIAu 11 00 :5 IIA1100 IIu 11 00
IIAu l11 :5 IIAI11 II ul11
IIAu Ib :5 IIA112 II uIb

12 :5 10 *2

34 :5 10 *4

) 388 :5 ) 84 * 6
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Introduction : The definitions, operations and rules in Sections 3.7.1 to 3.7.4
are valid for complex vectors and matrices, unless an explicit restriction was made.
The specific characteristics of complex vectors and matrices arise in connection
with their conjugates. Some of the specific properties of complex vectors and
matrices are named after the mathematician Hermite.

Complex quantities : A complex number is represented by a real part and an
imaginary part. This form of representation is transferred to vectors and matrices.

complex scalar

complex vector

complex matrix

number i

c=a+ib

c = a + ib

C=A+iB

i2 = -1

a, b real scalars

a, b real vectors

A, B real matrices

c = a - ib
-

ibc = a -
C = A - i B

Conjugate quantities A complex quantity is transformed into the correspond­
ing conjugate quantity by changing the sign of the imaginary part. Conjugate quan­
tities are designated by a horizontal line over the symbol.

conjugate scalar

conjugate vector

conjugate matrix

Hermitian transpose : The transpose of the conjugate of a complex matrix C is
called the hermitian transpose and is designated by (C)T or CH.

C = A + i B CH := (C)T = AT - i BT

The hermitian transpose of a complex vector c is defined as a special case of a
complex matrix as follows:

c=a+ib

Hermitian scalar product The scalar product s = u 0 v of two complex vectors
u and v is called the hermitian scalar product and is designated by (u)Tv or uHv.
It is calculated as follows:

s uov:= uHv u=a+ib v=c+id
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By definition, the hermitian scalar product may be reduced to the real vectors
a, b, c, d as follows :

s = (a-ib) o(c+id) = (aoc+bod) + i(aod-boc)

The conjugate of the hermitian scalar product is given by :

5 = uov = uov = vou = vHu

Rules for hermitian scalar products: The definition of the hermitian scalar prod­
uct implies the following rules for complex vectors, which reduce to the rules for
scalar products in Section 3.7.2 in the special case of real vectors:

(1) The hermitian scalar product is commutative.
- -
uov = YoU

(2) The hermitian scalar product is distributive with respect to vector addition.

U0 (v + w) = U0 v + U0 w

(3) The hermitian scalar product is associative with respect to vector scaling.

(ciij e v = ctii e v)

(4) The hermitian scalar product u0 u is real and positive for u ~ O.

U0 u > 0 for u ~ 0

Unitary vectors : Two complex non-zero vectors u and v are said to be unitary
if the hermitian scalar product ii 0 v is zero and the hermitian scalar products ii 0 u
and v 0 v are one. If ii 0 v = 0, then conjugation yields v 0 u = O.

u and v are unitary :¢> U0 v = 0 1\ U0 U= 1 1\ V 0 V = 1

¢> vou=O 1\ ii e u e t 1\ vov=1

Hermitian and antihermitian matrices : A complex quadratic matrix is said to
be hermitian if the matrix and its hermitian transpose coincide. It is said to be
antihermitian if the matrix and its negative hermitian transpose coincide.

A is hermitian :¢> A = AH

A is antihermitian :¢> A = - AH

The rules for hermitian and antihermitian matrices are analogous to the rules for
symmetric and antisymmetric matrices in Section 3.7.3.
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tJ+ i
Y =

-i

Unitary matrices : A complex quadratic matrix is said to be unitary if its column
vectors are pairwise unitary. This is equivalent to the condition that the hermitian
transpose AHand the inverse A-1 coincide.

A is unitary := AHA = A AH = I = AH = A-1

The rules for unitary matrices are analogous to the ones for orthonormal matrices
in Section 3.7.3.

Example 1 : Scalar products

Let complex vectors x, y of the complex two-dimensional space 1[2 be given:

t]+ i
x =

1 - i

The conjugate vectors i , yare:

- tffij-ix =
1 + i

yoy = yHy

xoy = xHy

Vox = yHx

The hermitian scalar products i 0 x, yo y, i 0 y, yo x are calculated as follows :

xox = xHx (1-i)(1 +i) + (1 +i)(1-i) (1-i2) + (1-i)2 4

(2-i) (2+ i) + i (-i) (2-i2) - i2 4

(1-i)(2+i) + (1 +i)(-i) (2-i-i2) + (-i-i2)

(3-i) + (1-i) 4 - 2 i

(2-i) (1 + i) + i (1-i) (2 + i-i2) + (i-i2)

(3+i) + (1 +i) 4 + 2i

The hermitian scalar products i 0 y and yo x are conjugate scalars.



www.manaraa.com

130 3.7.5 Vector and Matrix Algebra : Complex Vectors and Matrices

Example 2 : Hermitian and unitary matrix

Let the following matrix A be given :

A = 1- 2 X x H xHx

The matrix A is hermitian, since A = AH:

AH = (I - 2 x x H)H = I H - 2 (xH)H x H = 1- 2 X x H A

The matrix A is unitary, since A AH= AHA = A A = 1 :

A A = (I - 2 x x H) (I - 2 x x H) = 1 - 4 X x H+ 4 X (xHx) X

1 - 4 X xH +4 X xH = 1

Since A A = I, the matrix A is also self-inverse, so that A = A-1
. The properties

of the matrix A are demonstrated in the following numerical example for a given
vector x :

x ~
8

~XH

~ 0.64 -0.48i

x 8 0.48 i 0.36 xxH

A tffij0 -2
o 1

0.64 -0.48 i

0.48 i 0.36

-0.28 0.96 i

-0.96i 0.28

- 0.28 0.96 i A

-0.96 i 0.28

-0.28 0.96i

/----- -+-- -1Effij AA ~ IA - 0.96 i 0.28
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4.1 INTRODUCTION

The elements of an unstructured set are not ordered and therefore cannot be com­
pared. However, many applications of sets require a comparison between their
elements. For this purpose, order structures are defined in the following. The prop­
erties of ordered sets are used, for instance, to construct sorting algorithms for the
elements of a set.

Toorder a set, a relation is defined in the set. Such a relation may allow comparison
of all elements (total order) or only some elements (partial order) of the set. Order
relations, which are reflexive, antisymmetric and transitive, correspond to the rela­
tion :5 (less than or equal to) in the set of integers. Strict order relations, which are
antireflexive, asymmetric and transitive, correspond to the relation < (less than)
in the set of integers. Ordered sets are graphically represented in order diagrams.

Ordered sets may possess extreme elements. An element a of a set is minimal if
every element of the set is not less than a. The element a is the least element of
the set if a is less than every other element of the set. A set may contain several
minimal elements, but at most one least element. Analogously, there may be
maximal elements and a greatest element of a set.

For a subset A of a set M, bounds in M are defined . In contrast to minimal and
maximal elements of A and a least or greatest element of A, all of which are
contained in A, bounds of A may be elements of M which are not contained in A.
An element a of M, which need not be an element of A, is an upper bound of A in
M if every element of A is less than or equal to a. The least upper bound of A in
M is of particular importance. Lower bounds are defined analogously. These
concepts are required, for example, for the definition of real numbers.

Ordered sets may have various extremality properties. Well-ordered sets, which
are totally ordered and in which every subset contains a least element, are espe­
cially important. Directed sets and lattices are further examples of ordered sets
with extremality properties.

The comparison of properties of different ordered sets relies on the concept of sim­
ilarly structured sets. Two ordered sets are similarly structured if there is a mapping
between them which is not only bijective but also isotonic in both directions. Simi­
larly structured sets form an order type. A well-ordered order type is called an ordi­
nal number.

The order type of a set determines whether a certa in mapping of this set onto itself
possesses fixed points. These fixed points are used to determine the properties
of ordered sets. Examples are furnished by Zorn's Lemma , Zermelo's Theorem
and the Axiom of Choice . The chapter concludes with a treatment of the compari­
son of cardinal numbers.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001



www.manaraa.com

132 4.2 Ordered Sets

4.2 ORDERED SETS

Introduction : To order a set , an order relation is defined in the set. The definit ion
of an orde r relation does not require that any two elements of the set be compara­
ble : In general, the set is only part ially ordered. The tota l ordering of a set is a

special case: In this case , any two elements of the set are comparable. As in the
set of natural numbers, a strict order relation (for instance < in ) may be used
instead of the order relation (for instance :-:; in N ). A strict order relation may also
order a set either part ially or totally.

Order relation : Let a set M be given. A relation in M is called an order relation
if it is reflexive, antisymmetric and transitive. Order relations are often represented
by symbols like :-:; or b . An order relation :-:; in M is thus a subset of the cartesian
product M x M with the following properties for elements a, b, c EM:

(1) :-:; is reflexive a EM = a s a

(2) :-:; is antisymmetric a :-:; b 1\ b s a = a = b

(3) :-:; is transitive a :-:; b 1\ b s c = a :-:; c

Partially ordered set Let a set M and an order relation :-:; be given . Then the
domain (M ; -s ) is called a partially ordered set. The set M is partially ordered by
the relat ion s ,

Example 1 : Every power set is partially ordered by inclusion.

Let a set M in the power set P(M) be given. The relation c (is a subset of) is defined
for elements A,B E P(M) in Section 2.1 :

A k: B = (x EA = xEB)

= A k:A

A=B

A k:C

A E P(M)

Ak:B 1\ B k:A =
A k:B 1\ Bk:C =

This inclusion is an order relation , since for elements A,B,C E P(M) it possesses
properties (1) to (3) :

(1) c is reflexive

(2) k: is anti symmetric

(3) c is transitive

Example 2 : Order relation "is a divisor of"

The divisor relation I (is a divisor of) in the set N' of natural numbers except zero
is an order relation. The statement a Ib is true if a is a divisor of b. The statement
is also true for the special cases a = 1 and a = b. For example, 2 is a divisor of 4.
For elements a, b, c E N' :

(1) I is reflexive

(2) I is antisymmetric

(3) I is transitive

a E N' = ala

alb 1\ bl a = a=b

a lb 1\ bl c = al c
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Comparable elements : Two elements a, b of a partially ordered set (M ; s )are
said to be comparable if (a, b) or (b, a) is contained in the relation s , so that a::; b
or b s a. In general, not every element of a partially ordered set can be compared
with every other element of the set.

Total order relation : An order relation ::; in a set M is said to be total (simple,
linear, complete) if it allows any two elements of M to be compared. In addition to
properties (1) to (3), a total order relation is also linear:

(4) ::; is linear a, b E M = a es b v b s, a

Totally ordered set : A partially ordered set (M ; s ) is said to be totally ordered
(simply ordered, linearly ordered, completely ordered, a chain) if the order relat ion
::; is total. Any two elements of a totally ordered set are comparable.

Example 3 : The set N of natural numbers is totally ordered.

The set N of natural numbers is totally ordered by the relation ::; (less than or equal
to), since for elements i, k, mE N:

(1) ::; is reflexive i E N = i ::; i

(2) ::; is antisymmetric l s k 1\ k::; i = i=k

(3) ::; is transitive i::;k 1\ k s m = i::; m

(4) ::; is linear i,k E N = i ::; k V k::; i

Strict order relation Let a set M be given. A relation in M is called a strict order

relation if it is anti reflexive, asymmetric and transitive. Strict order relations are
often represented by symbols like < or c . A strict order relation < in M is thus
a subset of the cartesian product M x M with the following properties for elements
a.b.c e M:

(1) < is anti reflexive

(2) < is asymmetric

(3) < is transitive

aEM = --(a <a)

a-c b = --(b <a)

a-c b 1\ b <c = a x c

Partially strictly ordered set : Let a set M and a strict order relation < in M be
given . Then the domain (M ; -c) is called a partially strictly ordered set. The set M
is partially strictly ordered by the relation <.

Example 4 : Every power set is partially strictly ordered by proper inclusion.

Let a set M with the power set P(M) be given. The relation c (is a proper subset
of) is defined for elements A,B E P(M) in Section 2.1 :

AcB = ((xEA = xEB) 1\ V (--(yEA)))
yES
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This proper inclusion is a strict order relation , since for elements A,B,C E P(M) it
possesses properties (1) to (3) :

(1) e is anti reflexive

(2) e is asymmetric

(3) e is transitive

AEP(M) = -.(AeA)

AeB = -.(BeA)

AeB A BeC = AeC

Example 5 : Strict order of the divisors of natural numbers

The relation II (is a proper divisor of) in the set N' of natural numbers except zero
is a strict order relation . The statement a II b is true if a is a divisor of b and a ~ 1
and a ~ b. For example, 2 is a proper divisor of 4. For elements a, b, c E \J' :

(1) II is anti reflexive

(2) II is asymmetric

(3) II is transitive

aE N' =
allb =
allb A bll c

-.(alla)
-. (b II a)
= all c

Comparable elements : Two different elements a ~ b of a partially strictly

ordered set (M ; -c) are said to be comparable if either (a, b) or (b, a) is contained
in the relation <, so that either a < b or b < a. In general, not every element of a
partially strictly ordered set can be compared with every other element of the set.

Total strict order relation : A strict order relation < in a set M is said to be total
(simple, connex, complete) if it allows any two elements of M to be compared. In
addition to properties (1) to (3), a total strict order relation is also connex :

(4) < is connex : a, b e M = (a ~ b = a < b v b < a)

Totally strictly ordered set : A partially strictly ordered set (M ; -c) is said to be
totally (simply, completely) strictly ordered or a strict chain if the order relation <
is total. Any two elements of a totally strictly ordered set are comparable.

Example 6 : The set N of natural numbers is totally strictly ordered.

The set N of natural numbers is totally strictly ordered by the relation < (less than),

since for elements i, k, mE N :

(1) < is anti reflexive i E N = -. (i < i)

(2) < is asymmetric i < k = -. (k < i)

(3) < is transitive i< k A k<m = i <m

(4) < is connex i ~ k = i<k v k<i

Ordered set : A set M is said to be ordered if there is a domain (M ; ::5) with the
order relation ::5 or a domain (M ; <) with the strict order relation <. The set may
be partially or totally ordered. Ordered sets are graphically represented in order

diagrams.
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Intervals : In an ordered set M, the following intervals are defined with the ele­
ments a, b e M. The properties of the intervals are indicated by different arrange­
ments of the square brackets [ ] .

closed [a, b] {xEM a s x s b}

open [a, b[ {xEM a x x c b}

closed on the left, open on the right [a, b[ {xEM a s x c b}

open on the left, closed on the right [a, b] {xEM a x x s b}

Successor and predecessor : An element b of an ordered set (M ; ::;) or (M ; <)
is called a successor of the element a E M if a s b or a < b, respectively, and the
open interval] a, b [is empty. The element a with a ;c b is called a predecessor of b.

Order diagram : An order diagram represents an order structure of a set. Every
element of the set is represented by a point in the plane. If a pair (a, b) of elements
with a ;c b is an element of the order relation, the point for element b is placed
above the point for element a. The two points are joined by a line if element b is
a successor of element a.

Associated order relations : An order relation :::; and a strict order relation <
in the same set M are different subsets of the cartesian product M x M. The order
relations are said to be associated if they differ only by the diagonal {(x, x) I x E M}
of the product M x M.

:::; - <

<

{(x, x) I x EM}

< u {(x ,x) I x E M}

:::; {(x, x) I x E M}

The following equivalences hold between the statements of associated order
relations and the identity of elements :

x :::; y

x < y

= x<yvx=y
= X:::;yAx;cy

Associated order relations have identical order diagrams.
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Example 7 : Order diagram of inclusion in a power set

Let the power set P(M) of a set M = {a, b, c} be given. According to Example 1, P(M)
is partially ordered by the order relation ~ (is a subset of). According to Example 3,
P(M) is part ially strictly ordered by the strict order relation c (is a proper subset
of).

The associated order relations ~ and c have the same order diagram. The order
diagram shows that equipotent sets lie on the same level and are therefore not
comparable elements of P(M). For example, {a, b} is not a subset or proper subset
of {a, c}, and {a, c} is not a subset or proper subset of {a, b}.

P(M) = { 0,{a}, {b}, {c}, {a, b}, {b, c}, {c, a}, {a, b, c}}

{b,e}

{e}

Example 8 : Order diagram of the divisor relation for natural numbers

Let the indicated set M of natural numbers be given. According to Example 2, the
set M is partially ordered by the order relation I (is a divisor of). According to
Example 4, the set M is partially strictly ordered by the strict order relation II (is a
proper divisor of) .

The associated order relations I and II have the same order diagram . The order
diagram shows that natural numbers on the same level in the order diagram are
not comparable. For example, 10 is not a divisor or proper divisor of 4, and 4 is not
a divisor or proper divisor of 10.

M = {2 ,3,4,5,6,7,9, 10, 11 , 12} c N

9

@
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Example 9 : Order diagram of the comparison of natural numbers

According to Examples 3 and 6, the set N of natural numbers is totally ordered by
the order relation ~ (less than or equal to) or by the strict order relation < (less
than) . The associated order relations have the same order diagram in the form of
a chain .

N = {O,1,2.3, ... }

O~1~2~3~ ...

Subordering : The restriction of an order relation R in a set M to a subset S of
M is called a subordering of M. While R is a subset of the cartesian product M x M,
the restriction of R to S is a subset of S x S. The restrict ion contains exactly those
elements of R which are contained in S x S.

restrict ion of R to S : {(a, b) E R I (a, b) ES x S}

If M is totally ordered by R, then S is totally ordered by the restriction of R to S. If
M is only partially ordered by R, then S may be partially or totally ordered by the
restriction of R to S.

Example 10 : Suborderings of a set

The following order diagram shows a partially ordered set with a partially ordered
subset T1 and a totally ordered subset T2 .

T2

T1 ordered set

T2 totally ordered set
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4.3 EXTREME ELEMENTS

Introduction : The total ordering of a set does not guarantee the existence of a
least or greatest element in the set. For example, with respect to the relation s,
the set of negative integers has the greatest element -1 but no least element, while
the set of positive integers has the least element 1 but no greatest element, and
the set of integers has neither a greatest nor a least element. Finite ordered sets
which are not totally ordered also do not in general have a greatest or least ele­
ment.

The extremality properties of a set A which is contained in a set B are described
in two fundamentally different ways. Considering only extreme elements con­
tained in A leads to the concepts of minimal/maximal element and least / greatest
element of A. Considering extreme elements of A which are contained in the set
M (including A) leads to the concepts of lower / upper bound and greatest
lower / least upper bound of A in M.

Minimal element : Let a set M be partially ordered by the relation s , An element
a E M is called a minimal element if every element x E M is not less than a, so that
x :s a implies x = a. A minimal element of a set M is designated by minEI(M).

a = minEI(M) := (x EM 1\ x s a = x=a)

An ordered set M may contain zero , one or several minimal elements. If a set
conta ins more than one minimal element, then these elements are not compara­
ble. A minimal element does not have a predecessor in the order diagram.

Maximal element : Let a set M be partially ordered by the relation s . An element
a E M is called a maximal element in M if a is not less than every element x in M,
so that a s x implies a = x. A maximal element of a set M is designated by
maxEI(M).

a = maxEI(M):= (xEM 1\ a s x = a =x)

An ordered set M may contain zero, one or several maximal elements. If a set
contains more than one maximal element, then these elements are not compara­
ble. A maximal element does not have a successor in the order diagram.

Least element : Let a set M be partially ordered by the relation s , Then a
minimal element a E M is called a least element in M if a is less than every other
element in M. A least element of a set M is designated by leEI(M).

a = leEI(M) := (x EM = a s x)

An ordered set need not contain a least element. If a least element exists, it is
unique, for if a and b are least elements, then by definition a s band b s a, and
hence a=b.
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Greatest element : Let a set M be partially ordered by the relation s . Then a
maximal element a E M is called a greatest element in M if every other element in
M is less than a. A greatest element of a set M is designated by grEI(M).

a = grEI(M) := (xEM = xs a)

An ordered set need not contain a greatest element. If a greatest element exists,
it is unique, for if a and b are greatest elements, then by definition a s band b s a,
and hence a = b.

Example 1 : Extreme elements in finite sets

The following order diagrams for finite sets A and B show examples of extreme
elements. The set A contains a minimal element x, which is also the least element
in A, and a maximal element y, which is also the greatest element in A.The element
x of the set B is also a minimal and maximal element in B. The set B contains the
maximal elements x, y, z and the minimal elements u, x, but no least or greatest
element.

//f grEI ~maxEI

(l; maxEIy ()
y

I I .. /'

J~
/

leEI 0 minEI, maxEI

ordered set A ordered set B

Example 2 : Extreme elements in infinite sets

The infinite set 1\1 of natural numbers contains a minimal element 0, which is also
the least element in 1\1 . The set l of integers contains no minimal , maximal, least
or greatest element.

Upper bound: Let A be a subset of a partially ordered set (M ; s ). Then an ele­
ment a E M is called an upper bound of A in M if every element x E A is less than
or equal to a. An upper bound of a set A in a set M is designated by ubM (A).

a = ubM (A) := (x E A = X s a)

A set A may possess zero, one or several upper bounds in M. If there is an upper
bound a of A in M, then a is the greatest element in the set Au{a}. If the set A
contains a greatest element a, then a is also an upper bound of A in M .
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Lower bound: Let A be a subset of a partially ordered set (M ; :5 ). Then an ele­
ment a E M is called a lower bound of A in M if a is less than or equal to every
element x E A. A lower bound of a set A in a set M is designated by IbM (A).

a = IbM (A) := (x E A = X :5 a)

A set A may possess zero, one or several lower bounds in M. If there is a lower
bound a of A in M, then a is the least element in the set Au{a}.lfthe set A contains
a least element a, then a is also a lower bound of A in M.

Least upper bound : Let A be a subset of a partially ordered set (M ; :5 ). Then
an element 9 of M is called a least upper bound (a supremum) of A in M if 9 is
an upper bound of A in M and 9 is less than every other upper bound s of A in M.
A least upper bound of a set A in a set M is designated by lubM(A).

9 = lubM(A) := 9 = ubM(A) /\ (s = ubM(A) = g :5 s)

A set A need not possess a least upper bound in M. If a least upper bound exists,
it is unique, for if a and b are least upper bounds, then by definition a :5 band b :5 a,
and hence a = b.

Greatest lower bound : Let A be a subset of a partiallyordered set (M ; :5 ).Then
an element 9 of M is called a greatest lower bound (an infimum) of A in M if 9 is
a lower bound of A in M and every other lower bound s of A in M is less than g.
A greatest lower bound of a set A in a set M is designated by glbM(A).

9 = glbM(A) := 9 = IbM (A) /\ (s = IbM (A) = S:5g)

A set A need not possess a greatest lower bound in M. If a greatest lower bound
exists, it is unique, for if a and b are greatest lower bounds, then by definition a :5 b
and b :5 a, and hence a = b.
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Introduction : Extreme elements are used to define special properties of or­
dered sets. Every subset of a noetherian / artinian ordered set contains a maximal /
minimal element. Every subset of a well-ordered set contains a least element.
Every well-ordered set is totally ordered (for instance the natural numbers ordered
by the relation "Iess than"), but not every totally ordered set is well-ordered (for
instance the integers ordered by the relation "Iess than").

Several types of ordered sets with extremality properties are defined in this sec­
tion. The initial segment of an element a in a totally ordered set M contains all ele­
ments of M which are less than a . For any two elements a, b in a directed set there
is an element which is greater or equal to a and b . A lattice is an ordered set whose
subsets possess least upper and greatest lower bounds. For example, every
power set ordered by inclusion is a complete lattice.

Noetherian ordered set : A partially ordered set M is said to be noetherian if
every non-empty subset A of M contains a maximal element.

1\ (A ~ 0 = V (a = maxEI (A)))
AkM aEA

Artinian ordered set : A partially ordered set M is said to be artinian if every
non-empty subset A of M contains a minimal element.

1\ (A ~ 0 = V (a = minEI (A)))
AkM a EA

Well-ordered set : A partially ordered set M is said to be well-ordered if every
non-empty subset A of M contains a least element. The order relation of a
well-ordered set is called a well-ordering.

1\ (A ~ 0 = V (a = leEI(A)))
AkM aEA

Properties of well-ordered sets : A well-ordered set possesses the following
properties:

(W1) Every subset of a well-ordered set is well-ordered.

(W2) Every well-ordered set is totally ordered .

Proof W1 : Every subset of a well-ordered set is well-ordered.

Let A be a subset of a well-ordered set M. Then by definition A contains a least
element. Every subset of A is also a subset of M and hence contains a least
element. Since every subset of A contains a least element, A is well-ordered.
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Proof W2 : Every well-ordered set is totally ordered.

By definition, every subset of a well-ordered set M contains a least element. Hence
for arbitrary elements a, b e M the subset {a, b} of M contains a least element. It
follows that a and b are comparable, and hence M is totally ordered .

Order diagram of a well-ordered set : The elements of a well-ordered set
{a, b, c,...} are arranged consecutively on a line. The least element of the set is at
the beginning of the line. Every element is less than all elements to its right.

0----®--------- ...-+
a es b es c ...

A well-ordered set may contain a greatest element. The greatest element is at the
end of the line and has no successor. Every element except for the greatest ele­
ment has a successor.

Example 1 : Order of the natural numbers and integers

The domain (N ; s ) with the natural numbers N = {O, 1, 2,...} and the total order
relation -s is a well-ordered set, since every infinite subset of N possesses a least
element. The domain (Z ; s ) with the integers l = {..., -2, -1 ,0,1 , 2,...} and the
total order relation ~ is not a well-ordered set, since the subset { -1 , -2,...}, for
example, does not conta in a least element.

Initial segment : Let (M ; < ) and (M ; ~) be totally ordered sets. The subset A
of M whose elements are less than a E M is called the strict initial segment of a in M.
The subset B of M whose elements are less than or equal to a E M is called the
initial segment of a in M.

A is the strict initial segment of a in M

B is the initial segment of a in M

:= A={x EM!x <a}

:= B={xEMlx~a}

Successor : Let the domain (M ; > ) be totally ordered . If M has a greatest ele­
ment g, then g does not have a successor. Assume that an element x E M is not
the greatest element of M. Let A be the set of elements Z E M which are greater than
x. Then the element x has a unique successor if A has a greatest lower bound y '" x.

A:= {zEM I z > x }

y is the successor of x in M = Y = glbM (A) A Y '" X

In the general case, an element need not have a successor. However, for every
element x of a well-ordered set M which is not the greatest element of M, the set
A has a least element, and this is the successor of x.
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Directed set : A partially ordered set (M ; ~ ) is said to be directed if for any two
elements a, b E M there is an element c E M which is greater than or equal to both

a and b:

M is directed:= 1\ V (c ~ a A c ~ b)
a,bEM cEM

Lattice : A partially ordered set (M ; :5) is called a lattice if every subset of M
which contains two elements possesses a least upper bound and a greatest lower
bound in M. A lattice (M ; :5) is said to be complete if every subset of M possesses
a least upper bound and a greatest lower bound.

(M ; :5 ) is a lattice := a.b eM = V (g = IUbM{a,b}) A
gEM

V (h = glbM{a,b})
hEM

(M ; :5 ) is complete := A\: M = V (g = IUbM(A))
gEM

V (h = glb M(A))
hEM

Example 2 : A power set ordered by inclusion is a complete lattice.

In Example 1 of Section 4.2 it is shown that every power set P(M) is partially
ordered by the inclusion \: (is a subset of). To prove that P(M) is a complete latt ice,
a subset A of P(M) is defined:

A := {AjEP(M) I Aj\:M 1\ iEI} c P(M)

(1) The set A possesses an upper bound X = A1U A2u ... in P(M) :

Ai EA = Aj \: X

(2) Let the set V be an upper bound of A in P(M). Then V contains the set A j
for every i E I. Hence X = A1 U A2u ... is a subset of V, that is X\: V for every
upper bound V of A in P(M). Hence X is the least upper bound of A in P(M).

(3) The set A possesses a lower bound V = A1 n A2 n ... in P(M) :

AjEA = V\: A j

(4) Let the set W be a lower bound of A in P(M). Then W is contained in the set
Aj for every i E I. Hence W is a subset of V = A1n A2n ..., that is W\: V for
every lower bound W of A in P(M). Hence V is a greatest lower bound of A
in P(M) .
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{a,b ,c}

{a}

Example 3 Lattice structure of the power set P(M) with M = {a, b, c}

The elements of P(M) and the order diagram for the relation ~ are shown in
Example 7 of Section 4.2 . The least upper and greatest lower bounds of some
subsets of P(M) are determ ined using the formulas given in Example 2 :

A := Ha}, {a,c}, {a,b,c}}

lub(A) {a} u{a,c} u{a,b ,c}

glb(A) = {a} n{a,c} n{a,b ,c}

B := Ha}, {b}, {a,c}}

lub (B) {a} u {b} u {a, c}

glb (B) = {a} n {b} n {a,c}

C := Ha}, {a, c}}

lub (C) {a} u {a, c}

glb (C) = {a} n {a,c}

{a,b,c}

o

{a , c}

{a}
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Introduction : In order to study the properties of ordered sets , the concept of
"ordered sets with identical structure" is defined . Two ordered sets A and Bare
similar (isomorphic, similarly structured) if there is a bijective mapping f : A ~B
between them which is isotonic (homomorphic) in both directions. Ordered sets
which are similar to the set of natural numbers are well-ordered.

The cardinalities of the sets of a given system of sets are defined in Section 2.7.
Two sets A and B have the same cardinality if there is a bijective mapping f : A ~B.
It follows from the definitions that similarly ordered sets have the same cardinality.
It does not follow, however, that sets of the same cardinality are similarly ordered .

To characterize similarly ordered sets, the concept of order type is introduced as
a class of similarly ordered sets . The relation :5 (less than or equal) is defined for
comparing order types. In the special case of well-ordered sets, :5 is an order
relation. The concept of ordinal number is introduced for the order types of
well-ordered sets. Well-ordered sets can be counted through using the ordinal
numbers of their subsets. Countable sets can only be counted through if they are
well-ordered.

Isotonic mapping : Let the domains (A ; :51) and (B ; :52) be partially ordered
sets. A mapping f : A ~ B is said to be isotonic (homomorphic) if X:5 1Y for
elements x, yEA implies f(x) :52 f(y) for the images f(x), f(y) E B.

f : A ~ B is isotonic := (X:5 1 Y = f(X):5 2 f(y))

Similarly ordered sets : Let the domains (A ; :51) and (B ; :52) be partially
ordered sets. The ordered sets are said to be similar (isomorphic) if there is a
bijective mapping f: A ~ B and both f and f-1 are isotonic. The similarity of sets
is designated by A == B (A is similar to B).

The similarity relation == is an equivalence relation for a system M = { (A ; :51),
(B ; :52)' (C ; :53)' ...} of partially ordered sets :

(1) The relation is reflexive: By virtue of the identity mapping every ordered set
is similar to itself.

(2) The relation is symmetric: A == B implies B == A, since every isotonic map­
ping f has an isotonic inverse f-1.

(3) The relation is transitive : A == Band B == C imply A == C, since for isotonic
mappings f : A ~ Band g : B ~ C :

x :51 Y = f(x) :52 f(y) = g 0 f(x) :53 g 0 f(y)
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Order type : Let a system M = {A, B,...} of partially ordered sets be given. The
set M is partitioned into disjoint classes of similarly ordered sets using the equiva­
lence relation == (similarly ordered) . An element of the quotient set M / == is called
an order type of the system M of sets. The canonical mapping from M to M/ == is
designated by otype :

otype: M ~ M/== with otype((A ; [;;)) = [(A; [;;)]

(A ; c) partially ordered set, element of M

[(A; [;;)] class with the representative (A ; [;;)

Comparable order types : The order type of a partially ordered set (A ; [;; 1) is
said to be less than or equal to (symbol s ) the order type of a partially ordered
set (B ; [;; 2) if A is similar to a subset S of B :

otype(A;[;;1)::;otype(B;[;;2) := V(A==S A S~B)
s

In the following, it is shown that the relation ::; for a system of well-ordered sets
is an order relation. If the sets are not well-ordered, then s is generally not an order
relation.

Order relation for well-ordered sets : For a system M = {A, B, C,...} of well­
ordered sets, the relation s (less than or equal to) has the properties of an order
relation :

(1) The relation is reflexive , since every ordered set A is a subset of itself and
similar to itself.

(2) The relation is transitive . In fact, otype (A) ::; otype (B) implies A == S with
S ~ B, and otype (B) ::; otype (C) implies B == T with T ~ C. Hence there
is a subset U of T such that A == S == U and U ~ T ~ C. From A == U and
U ~ C it follows that otype (A) ::; otype (C).

(3) The relation is antisymmetric. Each of the well-ordered sets of M is totally
ordered and contains a least element. For the chains A = < aD, a1,a2,... >
and B = < bo' b1, b2,... > the two conditions otype (A) ::; otype (B) and
otype (B) ::; otype (A) can only both be satisfied if otype (A) = otype (B).
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Well-ordered order types : Let a system M = {A, B,...} of partially ordered sets
with the quotient set M/ == for the equivalence relation == (similarly ordered) be
given. An equivalence relation may be defined in the quotient set M/ ==. Let two
order types be equivalent if both contain only well-ordered sets or both conta in only
non-well-ordered sets:

(1) Let the sets A, B E M be similar, and therefore elements of the same class
[A] in M/ == . Let the set A be well-ordered. Then the set B is also well-ordered.
In fact, for every subset {x, y, z,...} of A with least element x the isotonic
mapping f : A --+ B yields a subset {f(x), f(y), f(z),...} of B with least element
f(x). Every subset of B corresponds to exactly one subset of A.

(2) It follows from (1) that every class of M/== contains either only well-ordered
or only non-well-ordered sets. The equivalence relation therefore partitions
the quotient set M/ == into the class Mw/ == of well-ordered order types and
the class Mn/== of non-well-ordered order types .

Ordinal numbers : Let the subset of well-ordered sets of a system M = {A, B,...}
of sets be Mw' The order type of a well-ordered set A E Mw is called the ordinal
number of A in the system Mw and is designated by ord(A). The mapping ord is
the restriction of the mapping otype to the subset Mw of M :

ord: Mw --+ Mw/== with ord (A ; I;;; 1) = [(A; I;;; 1)]

ord(A ;1;;;1) :5 ord (B ;1;;;2) := V (A == S 1\ Sf: B)
s

Well-orderings of a finite set: Every unstructured finite set A = {b, c, a,...} can
be well-ordered . To this end, the subset {a} is formed with an arbitrary element
aEA. In the difference A - {a}, an arbitrary element b is chosen, and the union
{a} u {b} = {a, b} is formed. In the difference A - {a,b} , an arbitrary element c is
chosen, and the union {a, b} u {c} = {a, b, c} is formed. By continuing this con­
struction, a system of subsets is formed which is well-ordered with respect to the
inclusion c :

o c {a} c {a, b} c {a, b, c} c ...

If the set A contains n elements, then this construction can be carried out in
n(n - 1)(n - 2)... = n! different ways. Hence there are n! different well-orderings
of a finite set of cardinal ity n. If subsets with the same number of elements are
bijectively mapped onto each other, then the mappings between these well­
orderings are isotonic . Hence the n! different well-orderings are similar.

Finite ordinal numbers : The order types of well-ordered finite sets are ordinal
numbers. The subsets 0, {OJ, {O,1}, {O,1,2},... of the natural numbers are chosen
as representatives of the classes. The cardinal numbers 0, 1,2,3,... of these sub­
sets are used to designate the finite ordinal numbers.
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Counting through a well-ordered set : Tocount through the elements of a well­
ordered set A = {b , c, a,... }, a system of subsets is formed. The least element a EA
is used to form the first subset {a}. The least element b of the difference A - {a}
is determined, and the union {a} u {b} = {a, b} is formed. The least element c of the
difference A - {a, b} is determined, and the union {a, b} u {c} = {a, b, c} is formed .
The subsets are well-ordered with respect to the inclusion c .

o c {a} c {a , b} c {a , b, c} c ...

Every subset is designated by its cardinal number. The difference of successive
subsets conta ins exactly one element. The cardinal number of a given subset is
mapped bijectively to the element that is contained in the difference between this
subset and its predecessor. For example, the cardinal number 3 of the subset
{a, b, c} is mapped to the element c, since {a, b, c} - {a, b} = {c}. The elements of
A are counted through using these cardinal numbers.

Similarity of finite well-ordered sets : Every well-ordered set is a chain with a
least element. Finite well-ordered sets with the same cardinal number are there­
fore similar. If the cardinal numbers of two finite well-ordered sets are different,
then the set with the lower card inal number is similar to a subset of the other set.
This subset is not unique.

Example 1 : Order types of a system of sets

The follow ing order diagrams show a system M of ordered sets (M j ; [;;; ) . None of
the sets M1, M2, M3 can be similar to one of the sets M4, Ms, since there is no
bijective mapping between finite sets with different numbers of elements . There
are no isotonic mappings between the sets M1, M2, M3. The sets M4 and Msare
similar. The domain (M 1 ; c ) is not well-ordered, since the subset {a, c} conta ins
no least element. The domain (M 2 ; c ) is not well-ordered, since M2 conta ins no
least element. The quotient set M / == consists of four classes.

"..: A
b ~ ~

equivalence classes : {[{a,b,c}].[{d,e,f}], [(g,h,ill, [{1,2}]}
[(1,2}) = {{1,2} , {3,4}}
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Example 2 : Similarity of finite well-ordered sets

Let the set A = {a. ;a2, a3 } be well-ordered with a1 < a2 < a3. Let the set
B = {b.. b2, b3, b4 } be well-ordered with b, < b2 < b3 < b4. Then the set A is
similar to every subset of B that consists of three elements .

Example 3 : Order type of infinite non-well-ordered sets

Let A be the infinite set of rational numbers in the interval] -2, -1], and let B be the
infinite set of rational numbers in the interval [1, 2 [. The ordered sets (A ; :5) and
(B ; :5) are not similar, since A contains a greatest element while B does not.

While the sets A and B are not similar, A is similar to the subset S = ]1, 1.5] of B.
Likewise, B is similar to the subset T = [-1.5, -1 [ of A.The corresponding isotonic
mappings f and g are defined as follows:

f: S --+ A with f(x) = 2x - 4 = otype (A) :5 otype (B)

g : T --+ B with g(x) = 2x + 4 = otype (B) :5 otype (A)

For the order types of A and B , the relation :5 is not an order relation. Since the
sets A and B are not similar, otype (A) ;e otype (B) although otype (A) :5 otype (B)
and otype (B) :5 otype (A).

A
I

-1

B
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Example 4 : Counting through parallel line segments

Let M = {r, s, t, u, w} be a set of line segments parallel to the x-axis . Every segment
is determined by the ordered pair (x., x2) of the x-coordinates of its beginning and
its end. The segments may be ordered according to their beginning xl or according
to their end x2. These orderings are not similar.

ordering according to beginning i I;;; 1 m := xl (i) ~ xl (m)

order according to end i I;;; 2 m := X2(i) ~ x2(m)

Let the statement "segment r covers segment s" be true if a straight line in the posi­
tive y-direction intersects first r and then s. Let the relation I;;; 3 be the set of pairs
(r, s) for which the statement "r covers s" is true. The relation I;;; 3 is not an order
relation, since it is not transitive : From "r covers s" and "s covers t" it does not
generally follow that "r covers t", This is illustrated in the following example.

y

-+
I
I
I
I

I I

I
I I

s

-+
I

I I
I
I
I I
I
I u

w

r covers s s covers t

r does not cover t

x

None of the relations I;;; 1 to 1;;;3 is a well-ordering. For I;;; l ' the subset {t, u} has
no least element. For 1;;;2' the subset {t , w} has no least element. The relation 1;;;3

is not an order relation. Both coordinates of the pair (Xl 'X2) must be used in order
to define a well-ordering 1;;;4' For example, segments with equal coordinates Xl
may be ordered according to the coordinate x2 :

i 1;;;4 m := Xl (i) < Xl (m) v (Xl (i) = Xl (m) A X2(i) ~ x2(m))

The relation I;;; 4 may be used to count through the segments in the chain
< r, s, u, t, w > .
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Introduction : The order type of a partially ordered set X determines whether a
certain mapping f : X -'Jo X has a fixed point f(x) = x. Fixed points of mappings are
used to prove equivalent properties of partially ordered sets . In particular, the fol­
lowing statements are proved to be equivalent :

Zorn 's Lemma : If every totally ordered subset of a partially ordered set X has
a least upper bound, then X contains a maximal element.

Zermelo's Theorem: Every set may be well-ordered.

Axiom of Choice: For an indexed family of sets Sj with the index set I, there
is a mapping f : I -'Jo U Sj with f(i) E Sj .

Fixed points in mappings of ordered sets : A point x E A is called a fixed point
of a mapping f : A -'Jo A if f(x) = x. If the set A is partially ordered, the existence of
fixed points may be deduced from properties of the mapping and of the order rela­
tion . The following theorems serve this purpose:

(F1) Let the domain (M ; :5) be a complete lattice. Then every isotonic mapping
f : M -'Jo M has a fixed point.

(F2) For arbitrary mappings f : X -'Jo Y and g : Y -'Jo X there are subsets A ~ X and
B ~ Y such that f(A) = Band g(Y - B) = X-A.

g

(F3) Let a set M be partially ordered by the relation z . Then every mapping
f : M-'Jo Mwith f(x) ~ x has a fixed point if every well-ordered subset of Mhas
a least upper bound in M.

Proof F1 : Let the domain (M; :5) be a complete latt ice. Then every isoton ic
mapping f : M-'Jo M has a fixed point.

(1) Let A be the subset of M whose elements x are less than or equal to their
image f(x) . Since M is a complete lattice , A has a least upper bound a in M.

A := {x E M I X:5 f(x) }

a := IUbM(A)

(2) Since the mapping f is isoton ic, the image f(x) of every element x of A is also
an element of A :

XE A = X:5f(x) = f(x):5 f(f(x)) = f(x) E A
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(3) Since the mapping f is isotonic, the image of every element x E A is less than
or equal to the image of the least upper bound a of A in M. Therefore f(a) is
an upper bound of A in M :

xEA = X:5a = f(x):5 f(a) =
x :5 f(x) :5f(a) = f(a) = ubM (A)

(4) Since a is a least upper bound and f(a) is an upper bound of A in M, it follows
that a :5 f(a). Hence the least upper bound a is an element of A, that is a E A.
In (2) it was shown that this implies that f(a) is also an element of A, that is
f(a) E A. Since a is the least upper bound of A in M , a E A and f(a) E A together
imply f(a) :5a. Thus a :5f(a) :5a, and hence a = f(a). Therefore a is a fixed
point of the mapping f.

Proof F2: For arbitrary mappings f : X--+ Y and g : Y --+ X there are subsets
A \: X and B \: Y such that f(A) = Band g(Y - B) = X - A.

(1) The power set P(X) of the given set X is partially ordered by the inclusion \:.
Define a mapping h : P(X) --+ P(X) such that the image of a subset S \: X is the
difference of X and the image of the difference of Y and f(S) under g :

h(S) := X - g(Y - f(S))

(2) The mapping h is isotonic. In fact, S \: T implies f(S) c f(T) and hence
Y - f(T) \: Y - f(S) , so that g(Y - f(T)) \: (Y - f(S)) and hence h(S) c h(T).

(3) The power set P(X) is a complete lattice (see Example 2 in Section 4.4). By
property (F1), the isoton ic mapping h therefore has a fixed point h(A) = A. Let
B := f(A). Then the definition of h(S) under (1) yields :

g(Y - B) = g(Y - f(A)) = X - h(A) = X - A

Proof F3: Let the domain (M; z ) be a partially ordered set. Then every map­
ping f : M --+ M with f(x) ~ x has a fixed point if every well-ordered sub­

set of M has a least upper bound in M.

Note : The proof is complicated by the fact that the sets involved are allowed to
be uncountable. To facilitate understanding, the following paragraphs describe the
construction of countable sets which satisfy conditions (1a) and (1b) of the proof .
However, these conditions are also suitable for characterizing uncountable sets.

For a freely chosen element a E M, the image f(a) is determined. If f(a) = a, the
desired fixed point has been found. Otherwise f(a) > a by hypothesis. Choose f(a)
as the successor of a. Analogously, f(a) is either a fixed point or may be used to
determine a successor f(f(a)) . The element a and its successors are combined in
the chain A := {a, f(a), f(f(a)), ... }.
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If the chain A is finite, its greatest element is by construction a fixed point of f.
Otherwise , it has a least upper bound b e M by hypothesis . An analogous chain
B := {b, f(b), f(f(b)), ... } is formed beginning with the element b. This process is
continued. Since the least element of every chain is by construction greater than
every element ofthe preceding chain, the union of the chains A, B,... is also a chain.
The sets considered in the proof are initial segments of this union.

For the general case, the proof is carried out as follows:

(1) An element a is chosen in the set M. Let S be the set of the subsets of Y ~ M
with the following properties :

(a) Each of the subsets Y is well-ordered with least element a and succes­
sor function fy. Thus the successor of y E Y - {lub M (Y)} is fy (y). Here
fy is the restriction of the given function f to the subset Y - {lub M (Y)}.

(b) Let the strict initial segment of an arbitrary element y E Y with Y~ a be
Ay (y) = {z E Y Iz < y}. Then the least upper bound of Ay (y) in M is an
element of Y.

(2) The proof is carried out in the following steps:

(a) For different elements Y, Z E S, either Z is the strict initial segment of an
element in Y or Y is the strict initial segment of an element in Z.

(b) The union W of the sets YES is an element of S.

(c) The set W contains a greatest element, which is a fixed point of f.

(3) To prove (2a), consider the subset V of elements x E YnZ whose initial
segments in Y and Z coincide :

V := {xEYnZ I By(x) = Bz(x)}

(a) First consider the case that V contains a greatest element vo' Then
By(vo) = Bz(vo). If Vo is not the greatest element of Y, then Y contains
the successorftvj). Likewise, if Vois not the greatest element of Z, then
Z contains the successorftvj). Now assume that Vois neither the great­
est element of Y nor the greatest element of Z. Then both Y and Z con­
tain the successor f(v o)' It follows from v1 =f(vo) EYnZ and By(vo) =
Bz(vo) that By (v 1) = BZ(v1) , so that f(vo)E V. The successor f(v o) E V
is greater than VoE V,contradicting the hypothesis that v is the greatest
element of V. Hence, contrary to the assumption, Vo is the greatest ele­
ment of one of the sets Y and Z. This set is the strict initial segment of
the other set with respect to the element f(v o)'
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(b) Now consider the case that V has no greatest element. Assume Y ;" V.
Then the non-empty subset Y - V of the well-o rdered set Y conta ins a
least element Yo, and V is the strict initial segment of Yo in Y. Hence by
property (1b) of Ay (Yo) the least upper bound v2 of Vin Mis an element
of Y:

Yo = leEI(Y - V) V = Ay(Yo)

v2 = lubM (V) EY

Analogously, the assumption Z ;" V implies that v2 is an element of Z.
Thus Y;" V and Z;"V implies v2 E Y n Z. Since v2 is the least upper
bound of V in M, it follows that v2 EV. This contradicts the hypothesis
that V has no greatest element. Hence Y = V or Z = V, proving (2a).

(4) To prove (2b), consider an element Yo of a set YES.

(a) The strict initial segment of Yo in Y is AY(YO)={yEY I y < Yo}. Let
Z be an arbitrary other element of S. The initial segment of Yo in Yu Z
is to be determined. By (3), either Y is a strict initial segment in Z or Z
is a strict initial segment in Y. If Y is a strict initial segment in Z, then Yo
is an element of Z with the strict initial segment Az(Yo) = Ay(Yo). If
YoEZ and Z is a strict initial segment in Y, then Az(Yo) = Ay(Yo) also
holds. If Z is a strict initial segment in Y which does not contain Yo' then
Z~ Ay(Yo). Altogether, Ayuz(Yo) = Ay(Yo).

(b) The union W = U {y I yES} is a chain , since arbitrary elements
y EYE Sand Z EZ E S are comparable. In fact, Y ~ Z or Z ~ Y by (2a).
Without loss of generality, let Z ~ Y, so that Yu Z = Y. Then y, Z E Y. But
Y is well-ordered by virtue of (1a), and hence y and Z are comparable.

(c) The strict initial segment Aw(yo) = {WEW I w < Yo} in the union W is
formed. From YoEY and (4a) it follows that Aw(yo) = Ay(Yo). Hence
Aw(yo) ' like Ay(Yo)' is well-ordered with successor function f.

(d) The union W is well-ordered, since every subset Ws of the chain W has
a least element. In fact , for a freely chosen element WoE Ws there is a
YES with WoE Y, and one obtains :

H:= {WEWs I w:::;wo} ~ Bw(wo) = By(wo) ~ Y

Since Y is well-ordered, H contains a least element, which is also the
least element of the chain Ws - Let the successor of an element WE W
be u EYE S. Then w < u is contained in Bw(u) = By (u). Since f(w) is the
successor of w in Y, f(w) is also the successor u of w in W. Hence W is
well-ordered with successor function f.

(e) By virtue of (1b), the least upper bound of Aw(yo) = Ay(Yo) in M is an
element of Y, and hence of W. Altogether, W possesses properties (1a)
and (1b), so that WE S.
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(5) To prove (2c) , consider the union W = U {Y lYE S}. It was shown in (4) that
WE S is a well-ordered subset of M. By hypothesis, W therefore has a least
upper bound b = lubM (W).

(a) Assume that the least upper bound b is not an element of W. Then
T:= Wu{b} is well-ordered with least element a and successor func­
tion f. The least upper bound of an arbitrary strict initial segment Ar(y)
is an element of T. Hence T possesses properties (1a) and (1b), so that
T = W u {b} E S. Thus, contrary to the assumption , b E W. Hence b is the
greatest element of W.

(b) Assume f(b) > b. It follows that f(b) is not an element of W, since b is the
greatest element of W. Then U := W u {f(b)} with b e W is well-ordered
with least element a and successor function f. The least upper bound
of an arbitrary strict initial segment Au (y) is an element of U. Hence U
possesses properties (1a) and (1b), so that U =Wu{f(b)}ES. Hence,
contrary to the assumption, f(b) EW. Since b is the greatest element of
Wand f(b) ~ b by hypothesis, it follows that f(b) = b. Thus the greatest
element b of W is a fixed point of the mapping f.

Example 1 : Fixed point of a mapping with f(x) ~ x in a partially ordered set
(M ; ~ ) with property (F3)

d

a

c

b

The diagram shows a partial ordering of a set M = {a, b, c, d, e, h}. Let a mapping
f : M~M be defined as follows:

f(a) = e
f(b) = c

f(c) = d

f(d) = d

f(e) = h

f(h) = h

For the element a E M, the set S defined in Proof F3 contains the following
well-ordered subsets of M :

S = {{a} , {a, e}, {a, e, h}}

The intersection of the sets Y = {a, e} and Z = {a, e, h} is Y nZ = {a, e}. The initial
segments of a and e in Y and Z are equal :

By (a) = Bz (a) = {a}

By(e) = Bz(e) = {a,e}
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The set defined in Proof F3 is V = {a, e}. It contains a greatest element e. The set
Y is the strict initial segment of the element h e Z. The union of the sets in S is
W = {a, e, h}. The set W is an element of S and contains a greatest element h,
which is a fixed point of the mapping.

The element b e M gives rise to the set S = {{b}, {b, c}, {b, c, d}}. This set of well­
ordered subsets of M leads to the fixed point f(d) = d.

Equivalent properties of ordered sets

(E1) For every set X with the power set P(X) and Po(X) = P(X) - 0 there is a
mapping f : Po(X)~X with f(A) E A ~ X.

(E2) A partially ordered set (X ; :5 ) has a maximal element a if every well-ordered
subset of X has a least upper bound in X.

(E3) Every partially ordered set (X ; :5 ) contains a totally ordered subset which is
not contained in any other totally ordered subset of X. This subset is called
a maximal chain of X.

(E4) If every totally ordered subset (chain) of a partially ordered set (X ; :5) has
an upper bound, then X contains a maximal element (Maximality Principle ,
Zorn 's Lemma).

(E5) Every set can be well-ordered (Zermelo 's Theorem) .

(E6) If a mapping f : X~Y is surjective, then there is an injection 9 : Y~X with
fog(y) = y.

(E7) Let {S, liE I} be an indexed family of non-empty sets Sj' Then there is a
choice funct ion f: I~ U { Sj [ i e I} with f(i) E Sj (Axiom of Choice).

In the following , it is shown that each of the properties E2,...,E7 follows from the
preceding property and that E1 follows from E7.

Proof: E1 = E2

Assume that statement (E2) is false . Then A := {x E X I x > a} ~ 0 for every a E X.
By (E1) there is a mapping f : Po(X)~X with f(A) E A, so that f(A) > a. Hence the
mapping 9 : X~X with g(a) = f(A) has the property g(a) > a. By theorem (F3),
however, 9 has a fixed point g(x) = x. Thus, contrary to the assumption, statement
(E2) is true .

Proof : E2 = E3

Let the set S of all chains in X be partially ordered by inclusion. Let the set C be
a well-ordered subset of S, so that K1, K2EC = K1 c K2 V K2 ~ K1. The union

K = U { KjIKj E C } is a chain which includes every element of C. Since the chains
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are ordered by inclusion, K is the least upper bound of C. Since every well-ordered
subset of S has a least upper bound in S, it follows by (E2) that S has a maximal
element. This element is a maximal chain.

Proof : E3 => E4

By statement (E3), every partially ordered set X contains a maximal chain. Choose
a maximal chain Kin X. By hypothesis, K possesses an upper bound x. This bound
is a maximal element of X.

Proof : E4 => E5

Let W be the set of well-ordered subsets (M ; C M) of X. The set W is ordered using
the relation :5, which is defined as follows for (A, ; C A)' (B ; C B) E W :

(A ; C A) (B ; C B) := A == Band C A == C B

(A ; CA) < (B; CB) := A is a strict initial segment of Band
C A is the restriction of C B to A x A

By part (4) of Proof F3, the union of the elements of a well-ordered subset T of W
is an element of W, and hence an upper bound of Tin W. It follows by (E4) that W
contains a maximal element. Let this be (C ; c c )' To prove (E5), it is to be shown
that C == X.

Assume C ~ X. The set N == Cu {x} is formed with an element x E X - C . Since C
is well-ordered, N is well-ordered if x is defined to be greater or equal to every
element of C. Thus the set (N ; C N) with C N == C C U (C x {x}) is well-ordered.
Contrary to the hypothesis, (C ; C c) is not maximal, since (C ; C c) < (N ; C N)' The
contradiction shows that , contrary to the assumption , C == X.

Proof : E5 => E6

By statement (E5) , the set X may be well-ordered. Since the mapping f : X~Y with
f(x) == y is surjective , the preimage f-1(y) contains at least one element of X. Since
X is well-ordered, f-1(y) is well-ordered, . Define the mapping g : Y~X such that
g(y) is the least element of f-1(y). Then fog(y) == y.

Proof : E6 => E7

Let S :== U {S, I iEl} and X :== {(s,i) ES xl I SESJ Define the projections
Ps : X~S with Ps ((s, i)) == s and PI: X~lwith pd(s, i)) == i. Then PI is surjective,
since Sj ~ 0. By (E6) there is an injection g : l~X with g(i) == (s, i) for some s E Sj'
The mapp ing f : l~S with f(i) == Psog(i) is a choice function since f(i) == Ps((s, i)) == s
for some s E Sj'

Proof: E7 => E1

The set A E Po(X) is designated by SA' Then S == { SAl A E Po(X) } is an indexed
family of non-empty sets SA ~ 0 . Since for every element XEX there is a set {x}

in Po(X), the union of these sets is U { SA l A E Po(X)} == X. By (E7) there is a
funct ion f : Po(X)~X with f(A) E A for every non-empty subset A E Po(X),
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4.7 ORDERED CARDINAL NUMBERS

Introduction : To compare the cardinal numbers introduced in Section 2.7, the
order relation "less than or equal to" is defined. The cardinality of a set is less than
the cardinality of its power set. The cardinality of the set R of real numbers is
greater than the cardinality of the set N of natural numbers. The cardinality of the
n-fold cartesian product Rn is equal to the cardinality of R.

Comparison of cardinal numbers: Let S = {A, 8, C,...} be a system of sets .
The set S is partitioned into classes of equipotent sets using the equivalence
relation - (equipotent). The quotient set S I - is the set of cardinal numbers for S.
The cardinal number of A is said to be less than or equal to the cardinal number
of 8 if A is equipotent with a subset C ~ 8 in S.

card A :5 card 8 := V (C ~ 8 II A - C )
CES

Order relation for cardinal numbers: Let S = {A, 8, C,...} be a system of sets.
The cardinal numbers of the sets are partially ordered by the relation :5 (less than
or equal to), since :5 possesses the properties of an order relation:

(1) The relation :5 is reflexive, since for A - A :

card A E SI - => card A :5 card A

(2) The relation :5 is antisymmetric. 8y definition, for card A :5 card B there is an
injection f : A -00 8 and for card 8 :5 card A there is an injection g : 8 -00 A. By
the fixed point property (F2), there are sets X ~ A and Y~ 8 such that f(X) = Y
and g(8 - Y) = A-X. Since f and g are injections, the restricted mappings
fx: X -00 Y and gB-Y: (8 - Y) -00 (A - X) are bijective. Hence h : A -00 8 with
hx = fx and hA- X = (gB_y)-1 is also bijective, so that card A = card B.

card A :5 card 8 II card 8 :5 card A => card A = card B

(3) The relation :5 is transitive. If card A :5 card 8 there is an injection f : A -00 B.
If card 8 :5 card C there is an injection g : 8 -00 C. The composition of these
injections is an injection h : A -00 C with h = gof, and hence card A :5 card C.

card A :5 card 8 II card 8 :5 card C => card A :5 card C

Cardinality of a power set : The cardinality of the power set P(M) of a set M is
greater than the cardinality of M. It is first proved indirectly that card P(M) :5 card M
does not hold . Then card M :5 card P(M) is shown to hold. Altogether, it follows that

card P(M)> card M :

-, (card P(M) :5 card M) II (card M :5 card P(M)) =>

card P(M) > card M
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(1) Let a mapping f : M~ P(M) be surjective. For every x E M, f(x) is the subset
of M to which x is mapped. Consider the set T of those elements of M which
are not contained in their image:

T := {x E M I x ~ f(x)}

Since f is surjective and T E P(M), there is a preimage Xo in M with f(xo)= T.
The definition of T implies xoET = xo~f(xo) =T. The contradict ion shows
that f is not surjective . However, for card P(M) :5 card M there is by definition
a bijective mapping from a subset of M to P(M), and hence a surjective map­
ping from M to P(M). This yields"" (card P(M) :5 card M).

(2) The mapping g : M~ P(M) with g(x) = {x} is injective. Thus there is a bijec­
tive mapping from M to a subset of P(M), and hence card M :5 card P(M).

Cardinality of the set of real numbers : In Section 2.7 it is shown that there
exists no bijective mapping from the set R of real numbers to the set N of natural
numbers. Hence card R = card N does not hold. Since N is a subset of R, by
definition card N :5 card R. Altogether, it follows that card N < card R :

..., (card R = card N ) /\ (card N :5 card R ) =
card N < card R

Cardinality of cartesian products of the set of real numbers : First, it is
proved that card R 2 = card R. For this purpose, a bijective mapping from the open
unit interval 1 = ] 0,1 [ to R is introduced :

f : r~ R with f(x) = tan Jt (x - ~)

The existence of the bijection f implies card R = card r and card R2 = card r2 ,

and hence

card R 2 = card R = card r2 = card 1

The following bijection g : 12 ~ I is constructed using the decimal representation
of the real numbers :

x

Y 0.b1b2b3 ···

This yields card r2 = card I, and hence card R2 = card R. It follows by induction
that card R n = card R.
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5.1 INTRODUCTION

Topology : A set M may be structured by distinguishing certain subsets of M
from the remaining subsets. The set of these distingu ished subsets is called a
topology on M. The domain (M; T) is called a topolog ical space.

The power set of M contains every subset that can be formed in M. A topology is
a subset of the power set which has the property that all finite intersections and
all unions of elements of the topology are also elements of the topology. The empty
set 0 and the underly ing set M are elements of any topology. An element of the
topology is called an open set of the topological space (M ; T).

Euclidean space : Concrete examples of topological spaces are furnished by
euclidean spaces . The points of a euclidean space form the underlying set M of
the space. The set of points whose distance from a given point is less than a real
value e> 0 is called an s-ball, Every s-ball is an open set of the eucl idean space .
The s-balls form a basis for the topology of the euclidean space . Every finite
intersection of a-balls and every union of a-balls is also an element of the topology.

An arbitrary subset of a euclidean space is called a shape . Lines, surfaces and
volumes are examples of such shapes. The topological properties of a shape re­
sult from the properties of the e-neighborhoods of its points. For example , the inte­
rior of the shape is the subset of those points of the shape for which there is an
e-neiqhborhood which conta ins only points of the shape . If all boundary points
belong to the shape , the shape is said to be closed.

Topological structure : The study of the structure of topological spaces is
based on mappings of these spaces. A mapping between topological spaces is
said to be continuous if the preimage of every open set of the target is an open set.
Biject ive mappings which are continuous in both directions are said to be topolo­
gical. If there is a topological mapping between two spaces , they are said to be
homeomorphic : They are indistinguishable with respect to their topological struc­
ture. A property of a topological space which remains invariant under topological
mappings is called a topological invariant. Homeomorphic spaces possess the
same topological invariants .

Types of topologies : The topology of a space may possess special propert ies
in addition to the general properties of topologies. Examples of such topologies are
furnished by the natural topology of metric spaces and by the discrete topology,
which is defined for any set. Topologies with the same properties are subsumed
under a topology type.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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Topologies for new spaces may be generated using a mapping of known topolo­
gical spaces . Mappings with special properties generate topologies with special
properties, and hence topology types . Quotient topologies, sum topologies, rela­
tive topologies and product topologies are treated as examples of such topologies.
They play an important role in algebraic topology.

Connectedness : The connectedness of a set is a topolog ical invariant. The
concept of disjoint sets is not sufficient for defining connectedness. The concept
of separated sets is therefore introduced. Two sets are separated if none of the
sets contains points of the closure of the other set. A set is connected if it is not the
union of non-empty separated sets.

Separation : Few of the properties of a topology are determined by the general
definition of topologies. Topologies are therefore often further characterized using
separation axioms. A separation axiom defines a relationship between points ,
closed sets and open sets of a topological space. In particular, these axioms lead
to Hausdorff spaces as well as regular and normal spaces .

Convergence : An iterative mathematical procedure is said to be convergent if
it identifies a point of a topological space. The convergence of sequences is often
studied in metric spaces. A sequence is a mapping from the natural numbers to
the underlying set of the space. The quest ion of the existence and uniqueness of
the limits of sequences and subsequences arises. A general description of con­
vergence is based on the definition of nets. A net is a mapping from a directed set
to the underly ing set of the space. Nets are used in particular to study the compact­
ness of topological spaces . Limits of sums of the terms of a real sequence are
treated using series of numbers. The convergence of filters is studied in general
topological spaces.

Compactness : The number of elements of a finite set is a topological invariant.
It is suitable for characterizing the delimitation of the space. However, if a space
contains infinitely many points , the number of points is not suitable for character­
izing the topological delimitation. The concept of compactness is therefore de­
fined. A set is said to be compact if every covering of the set with open sets contains
a finite subcovering. The compactness of a space plays an important role in the
study of convergence.

Continuity : In metric spaces , the cont inuity of mappings may be defined using
the properties of accumulation points. This definit ion is compat ible with the defini­
tion using the properties of open sets , but it is more conven ient for some applica­
tions. The properties of limits and discontinuities of real functions are studied using
this concept.
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Introduction : The concept of a topological space arose in connection with the
study of continuous surfaces in euclidean space. The essential properties of such
spaces . however, are best elucidated by a definition of topological spaces inde­
pendent of geometry. For this purpose, a topological space (M ;T) is defined in this
section as a domain (M ;T) with special properties. In contrast to algebraic and
ordinal structures. topological structures are not specified in the form of a relation
(such as + or :s;) in a set M, but rather in the form of a set T of subsets of M. In
the following, the central concepts of topology, open and closed set, neighborhood
and neighborhood system are defined for topological spaces.

Topology : A subset T of the power set P(M) of a set M is called a topology on
the underlying set M if :

(T1) The topology T contains the empty set 0 and the underlying set M.

0ET 11 M ET

(T2) The intersection of any two elements A and B of T is an element of T.

A ET 11 BET = AnBET

(T3) The union of an arbitrary number of elements A,B•... of T is an element of T.

A,B•... ET = AuBu ... ET

The last part of the definition is not limited to the union of a countable number of
sets. Two topologies Sand T on an underlying set M are said to be equal if they
contain the same subsets from P(M).

S = T := (A ES = A ET)

Topological space: A domain (M ;T) is called a topological space if T is a topol­
ogy on the underlying set M. Every element of the underlying set M is called a point
of the topological space. Every element of the topology T is called an open set of
the topological space and is a subset of M.

The sets M and T may be finite or infinite . If the set M is infinite . elements of T may
also be infinite sets. The infinite sets may be countable or uncountable.

To simplify notation. open sets are indexed in the following , as in Ti or Tk . This is
not meant to imply that the set of sets under consideration is countable. The
properties of a topology T on the underlying set M are then defined as follows :

(T1a)

(T2a)

(T3a)

0ET 11 MET

Ti ET 11 Tk ET

T1 ,T2... ·ET

=

=

Ti nTk ET

T1 u T2u ... ET
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Open and closed sets : A subset A of points of a topological space (M ;T) is
called an open set if it is an element 0 the topology of the space. The subset A is
called a closed set if its complement A = M - A in M is an element of the topology
of the space.

A is open in (M ;T)

A is closed in (M ;T)

:= A ~ M r; A ET

:= A ~ M /\ AET

Note : Insteadof the expression "A is open in (M ;T)", expressions like "A is open
in M" or "A is open" are often used to improve legibility. The topological space
(M ;T) in which the set A is open must be identifiable from the context in which the
expression is used. Similar simplified expressions are used for closed sets.

Properties of open and closed sets :

(M1) The complement of an open set is a closed set. The complement of a closed
set is an open set.

(M2) The empty set 0 and the underlying set M of a topological space (M ;T) are
open and closed sets.

(M3) The union of a finite or infinite number of open sets is an open set.

(M4) The intersection of a finite number of open sets is an open set. The
intersection of an infinite number of open sets is not necessarily an open set.

(M5) The union of a finite number of closed sets is a closed set. The union of an
infinite number of closed sets is not necessarily a closed set.

(M6) The intersection of a finite or infinite number of closed sets is a closed set.

Proof : Properties of open and closed sets

(M1) The complement of an open set A E T is A = M - A. The complement Ac M
is a closed set since M - A= A E 1. The complement of a closed set B is
B = M - B. The complement Bis an open set since BET by definition.

(M2) By property (T1), the sets 0 and M are elements of any topology; hence they
are open sets. Since their complements M= 0 and 0" = M are open sets, the
sets 0 and M are also closed sets.

(M3) This property follows directly from item (T3) in the definition of a topology.

(M4) Property (T2) in the definition of a topology directly implies that the inter­
section of a finite number of open sets is an open set. The following example
shows that the intersection of an infinite number of open sets is not necessar­
ily open. The intersection E of open intervals En= ] - i, , 1 + i,[ with n EN
on theIR -axis is the interval [0,1], since the limitsaand 1arecontained in each
En; this interval is not open.
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(M5) The union of a finite number of closed sets Ai is given by u Ai = u (M - Ai)
= M - n Ai' By (M1) , each of the complements Ai is an open set. Hence by
(M4) the intersection n Ai is an open set. By (M1), the complement M - n Ai
is a closed set. The union u Ai is therefore a closed set.

The following example shows that the union of infinitely many closed sets is
not necessarily closed. The union E of the closed intervals En = [_1-1 ' 1]n + n
with n E N on the IR -axis is not closed , since the limit ais not contained in E.

(M6) The intersection of an arbitrary number of closed sets Ai is given by
n Ai = n (M - Ai) = M - U Ai' By (M1), each complement Ai is an open set.
Hence by (M3) the set u Ai is an open set. By (M1), the complement M - u Ai
is a closed set. The intersection n Ai is therefore a closed set.

Comparison of topologies : Two topologies T1 and T2 on the same underlying
set M are comparable if one of the topologies is a subset of the other. If T1 c T2 ,

then T1 is said to be coarser than T2 , and T2 is said to befinerthan T1. The coarsest
topology on M is {0, M}. The finest topology on M is the power set P(M).

Neighborhoods : A subset A ~ M of the underlying set of a topological space
(M ;T) is called a neighborhood of a point x E M if there is a subset Ti of A which
is open and contains x.

A is a neighborhood of x:= V (x E Ti /\ Ti ~ A)
TjET

To simplify notation, different neighborhoods of a point x are indexed in the
following, as in Uj and Uk' This does not imply that the set of neighborhoods of a
point is countable. The set of neighborhoods of a point x is called the neighborhood
system of x and is designated by U(x).

U(x) := {U i ~ M I V (x E Tk /\ Tk ~ Uj ) }
TkE T

A neighborhood A of a point x E M is said to be open if A is an open set. The
neighborhood A is said to be closed if A is a closed set. In general, a neighborhood
is neither open nor closed. The concept of an open neighborhood differs from the
concept of an open set in that the open neighborhood is related to a point x E M
and contains this point.

Properties of a neighborhood system : The definition of the neighborhood of
a point leads to the following properties of its neighborhood system:

(1) The neighborhood system U(x) is not empty.

(2) The neighborhood system U(x) does not contain the empty set 0.

(3) If the neighborhood system U(x) contains the neighborhoods Ui and Uk '
then it also contains their intersection Urn = Uj n Uk'
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(4) If the neighborhood system U(x) contains the neighborhoods Ui and Uk'
then it also contains their union Urn = Uj U Uk '

(5) Let Urnbe a neighborhood of the point x. Then there is an open subset Tj of
Urnsuch that Urn is also a neighborhood for every point y of the subset Tj •

(6) A set is a neighborhood for each of its points if and only if it is open.

Proof : Properties of a neighborhood system

(1) The neighborhood system U(x) contains at least the underlying set M, since
M is an element of the topology and x is an element of M.

(2) The neighborhood system U(x) does not contain the empty set 0 since every
neighborhood Urn of x contains x as an element.

(3) If Uj and Uk are neighborhoods of x, then there are open sets Tj and Tk such
that x E Tj ~ Uj and x E Tk ~ Uk' The intersection Tj n Tk is an element Trn
of the topology. The intersection Uj n Uk is an element Urnof the power set
P(M). From x E Tj n Tk and Tj n Tk ~ Uj n Uk it follows that x E Trn ~ Urn' so
that Urn is a neighborhood of x.

(4) If U j and Uk are neighborhoods of x, then there are open sets Tj and Tk such
that xETj ~ u, and xETk c Uk' The union Tj U Tk is an element Trn of
the topology. The union Uj U Uk is an element Urn of the power set P(M).
From XE Tj U Tk and Tj U Tk ~ Uj U Uk it follows that XE Trn ~ Urn' so that
Urn is a neighborhood of x.

(5) For every neighborhood Urnof the point x there is an open set Tm such that
x E Tm c Urn' For every point y of Trn this implies y E Trn ~ Urn' so that Urn is
a neighborhood for every point y of Trn .

(6) If the neighborhood Urn is not one of the open sets of the topology T and Tj

is the union of all open sets contained in Urn' then Urn is not a neighborhood
for the points in the difference Urn- Tj • If, however, Urn is an open set, then
the set Urn is a neighborhood for each of its points.

Neighborhood axioms: In the preceding section, the properties of a neighbor­
hood system are derived from the definitions of topologies and neighborhoods. It
is also possible to define the properties of a neighborhood system by the following

neighborhood axioms and to derive the properties of topologies and neighbor­
hoods from these axioms. These two definitions of a topological space are equiva­

lent.

(U1) Every point x belongs to each of its neighborhoods.

(U2) The union of an arbitrary number of neighborhoods of a point x is a neighbor­
hood of x. The underlying set M is a neighborhood of x.

(U3) The intersection of two neighborhoods of x is a neighborhood of x.

(U4) Every neighborhood Urnof a point x contains a neighborhood Uj c Urnof x
such that Urn is a neighborhood of every point of Uj '
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Introduction : For a topological space (M; T), the question arises whether the
topology T may be constructed from a basis B!:T. In the following, it is shown that
while the topology T may be constructed by form ing unions of sets of a basis, the
basis B is generally not unique. The question also arises whether a basis may be
constructed from a subset S of the power set P(M) . This is possible, since every
subset of P(M) may be used to construct a generating set.

Basis of a topology : Let (M ; T) be a topological space. A subset B of the topol­
ogy T is called a basis of the topology if T contains exactly those sets which result
from arbitrary unions of elements of B. To simplify notation, the sets of a basis B
are indexed, as in Bj and Bk. This does not imply that every basis is countable.

Second countable topological space : A topological space (M ; T) is said to be
second countable if there is a countable basis B of its topology T. For a countable
basis B = {B 1, B2, B3, ... } there is, for every open set T jET, a countable index set
Nj such that :

TjET := T j = U a,
nEN;

A second countable space is said to satisfy the second axiom of countability.

Generating set : A subset E of the power set P(M) is called a generating set on
the underlying set M if :

(E1) The underlying set M is a union of elements of E.

(E2) For every point x of the intersection A of two elements of E there is an element
of E which contains x and is a subset of A.

To simplify notation, the sets of a generating set E are indexed, as in Ej and Ek .

This does not imply that every generating set is countable. The properties of
generating sets are then represented as follows:

(E1)

(E2)

M = UE j

/\/\ ((x E Ej n Ek )
E; s,
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Construction of a topology : A generating set E is a basis for a topological
space with the underlying set M. The set T which contains every union of elements
of E is therefore a topology on M.

T = {1. I V (1. = U Ek ) }
I El k E I EkEE I

Proof : A generating set is a basis of a topology.

(1) It follows from (E1) that T contains the underlying set M as an element. Since
T contains the union of an empty set of elements of E, it follows from the
definition of the generalized union that T contains the empty set 0 as an
element. Hence the set T possesses property (T1) of a topology.

(2) It follows from (E2) that every point of the intersection Ejn Ek of two elements
of E is contained in an element Emof E which is a subset of Ej n Ek.Different
points in Ej n Ekare generally contained in different elements Em' En' .... The
union of these elements is by definition an element of 1. Hence the intersec­
tion Ej n Ek is an element of 1. For open sets T, and Ts there are subsets E'
and E" of E such that T, is the union of the sets in E' and Ts is the union of
the sets in E" . Since all intersections Ej n Ek are elements of T, T, n Ts is also
an element of 1. Hence the set T possesses property (T2) of a topology.

(3) Every element of T is by construction a union of sets in E. Every union of
elements of T is therefore a union of elements of E. But every union of
elements of E is by hypothesis an element of 1. Hence the set T possesses
property (T3) of a topology.

Since the set T possesses properties (T1) to (T3) of a topology, T is a topology on
the underlying set M.

Subbasis of a topology : A subset S of the power set P(M) is called a subbasis
on the underlying set M. To simplify notation, the sets of a subbasis S are indexed,
as in Sj and Sk' This does not imply that every subbasis is countable.

Construction of a generating set : The set E of all intersections of a finite num­
ber of elements of a subbasis S is a generating set for a topology on the underlying
set M of the subbasis. To prove this , conditions (E1) and (E2) are shown to be satis­
fied.

(1) Since E contains the intersection of an empty set of elements of E, it follows
from the definition of the generalized intersection that E contains the under­
lying set M. Property (E1) is therefore satisfied.

(2) By construction, for two arbitrary sets Ej and Ekthe set E contains their inter­
section Em= Ej n Ek. Property (E2) is therefore satisfied.
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Discrete topology : The power set P(M) is called the discrete topology on the
underlying set M. A discrete topological space (M ; P(M)) has special properties:

(1) Every subset of M is open, since it is contained in P(M).

(2) Every subset of M is closed, since its complement is contained in P(M) and
is therefore an open set.

(3) Mappings between discrete topological spaces are continuous, since the
preimages of open sets are open sets. The mappings are, however, gener­
ally not bijective and hence not homeomorphic.

Subsets of a discrete topological space are thus both open and closed. Bijective
mappings between discrete topological spaces are homeomorphic .

Equivalent bases : Let A and B be different generating sets on the underlying
set M. Let S be the topology constructed by forming unions of sets in A. Let T be
the topology constructed by forming unions of sets in 8. Then the generating sets
A and B are called equivalent bases if the topologies Sand T are equal. Equivalent
bases are generally not identical.

Establishing the equivalence of bases : Two generating sets A and 8 on an
underlying set M are equivalent bases if :

(1) For every open set Aj of A and for every point x in Aj there is an open set
8k in 8 such that XE Bk c Aj.

(2) For every open set 8m in 8 and for every point y in Bm there is an open set
As in A such that yEAs (:;; Bm.

Proof : Equivalence of bases

Let two generating sets A and B with properties (1) and (2) be given. Let the topol­
ogy constructed from A be S with the open sets Sj' Then Sj is by definition the
union of the sets of a subset A' of A :

8y (1), for every point x E Sj there are open sets Ak E A' and 8mE 8 such that
x E 8 m(:;; Ak. For every point x E Sj' a set 8 m is determined in this manner; these
sets are collected in a subset 8 ' of B. The union of the sets in 8' is designated
by Tn; it is by definition an element of the topology T constructed from 8 :

8' := {B m E B I V (xE a, ~ Ak c s, )}
XES;
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Since every point x E Sj is contained in one of the open sets BmE B' , it follows that
Sj ~ Tn' Since every set Bm E B' is a subset of a set Ak E ~ , it follows that T, c Sj .
From Sj ~ Tn and Tn~ Sj' it follows that Tn = Sj'

Analogously, (2) is used to show that for every open set T, E T there is an identical
open set St E S. Hence the generating sets A and B lead to the same topologies
Sand T if conditions (1) and (2) are satisfied. Every generating set is a basis.
Hence A and B are equivalent bases .

Neighborhood basis : Let (M ; T) be a topological space. A subset B(x) of the
neighborhood system U(x) of a point x E M is called a neighborhood basis at x if
every element of U(x) contains an element of B(x) as a subset. The definition of
a neighborhood system guarantees that every element of the neighborhood basis
B(x) contains at least one open set of the topology T as a subset.

/\ V V (Tm ~ s, ~ Uj )
UjEU BkEB TmET

First countable topological space : A topolog ical space (M; T) is said to be
first countable if every point x E M has a countable neighborhood basis. Not every
first countable space is second countable. For example, it is shown in Section 5.4
that while every metric space is first countable, not every metric space is second
countable. A first countable space is said to satisfy the first axiom of countability.

Example 1 : Construction of a topology

A topology T is constructed on the underlying set M = {a, b, c}. The subbas is Sis
chosen arbitrarily. The resulting neighborhood systems of the points of the topo­
logical space (M ; T) do not contain the subsets {a}, {c} and {a, c} of the power set
P(M).

subbasis S = {{a, b}, {b, en

generating set E = {{a, b}, {b, c}, {bn

topology T = {0 , {b}, {a, b}, {b, c}, {a, b, en

neighborhood systems U(a) {{a, b}, {a, b, en
U(b) {{b}, {a, b}, {b, c}, {a, b, en
U(c) {{b, c}, {a, b, en
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Example 2 : Comparison of topologies and neighborhoods

The set T = {0, {b}, {b, c}, {a, b, cn is a topology on the set M = {a,b,c}. The topol­
ogy T is coarser than the one in Example 1, since it does not contain the element
{a, b}. Hence {a, b} is not an open set in Example 2. Nonetheless, {a, b} is a neigh­
borhood of the point b, since the condition b E {b} ~ {a,b} is satisfied: The point
b lies in the open set {b} which is contained in {a, b}. The neighborhood system of
point a differs from U(a) in Example 1. The other neighborhood systems are the
same.

neighborhood systems: U(a)
U(b)
U(c)

{{a, b, cn
{{b}, {a, b}, {b, c}, {a, b, cn
{{b, c}, {a, b, cn

Example 3 : Equivalence of bases

Let M be an open set in the euclidean plane R 2. The set of all open disks around
all points in M is a topo logical basis A on M. The set of all open squares around
all points in M is a second topological basis on M. The bases A and Bare
equivalent. For each point in an open disk Ai there is an open square Bk~ Ai which
contains this point. Likewise , for every point in an open square Bm there is an open
disk An~ Bm which contains this point.

r - - - - - - - ,
I M Ai I
I - r> I
I I r-, \ I
I \ I Bk I I I
I , L_J / I
I '--/ I
I IL J

r - - --- - - ,
1 M B I
I r--rn.... , I
I I ~\ I I
I I I An / I I
I I ' - I II L J I
I IL J

basis B : yEAn ~ Bm
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5.4 METRIC SPACES

Introduction : A structure is defined on a set by assigning a distance to every
pair of points of the set. This mapping is called a metric. The metric structure of
a space may be used to derive a topological structure , but the converse is not nec­
essarily true. A metric topology is constructed by first defining s-balls. These balls
possess the properties of a generating set and therefore form a suitab le basis for
a topology. Different definitions of the metric generally lead to different topologies.
Euclidean and discrete spaces are treated as examples of metric spaces .

Metric : A mapping d: M x M ~ R is called a metric on the set M if for all
elements x, y, z of M :

(M1) d(x, x) 0

(M2) d(x, y) > 0 for X;tf.y

(M3) d(x, y) d(y, x)

(M4) d(x, z) ~ d(x, y) + d(y, z)

The image d(x, y) is called the distance of the points x and y. A mapping with the
property d (x, y) ~ 0 instead of property (M2) is called a pseudometric.

Euclidean metric : The euclidean metric is defined by analogy with geometric
distance. The underlying set of n-dimensional euclidean space contains the
vectors x = (x. , x2' ... , xn) of the real vector space Rn. The real numbers Xi are
called the coordinates of the vector x.

The mapping d : Rn x Rn~ R is called the euclidean metric on Rn if the distance
d(x, y) of the points x = (Xl ' ..., xn) and y = (Yl' ..., Yn) is determined by analogy
with the distance in the space R 3 :

Discrete metric : A mapping d: M x M ~ R for an arbitrary underlying set M is
called a discrete metric if it yields the values d(x, x) =0 and d(x, y) = 1 for arbitrary
different points x, y E M. Thus the discrete metric takes only two different values,
which are chosen to be 0 and 1.

d(x, x) := 0

d(x, y) for x ;tf. y
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e-ball : Let a metric d be defined on a set M. The set of points of M whose distance
from a fixed point x E M is less than a pos itive real number E is called an e-ball in
M and is des ignated by D(x , E).

D(X, E) := {y EM I d(x ,y) < E}

If the metric is euclidean, then different values of E lead to different point sets. If
the metr ic is discrete, then every s-ball with E:5 1 is the set {x} , and every e-ball
with E> 1 is the ent ire set M.

Metric basis : For every point x of a set M on which a metric d is def ined , there
is at least one s-ball BE:= D(x , E). The set B of the s-balls in M is a generating set,
and hence a basis for a metric topology. The e-balls are open sets of the metric
topology.

B := {BE = D(x, E) I xEM}

Proof : Construction of a metric basis

(1) By the def init ion of the set B, every point x E M is contained in at least one

a-ball. The union of the s-balls therefore contains every point in M. Hence the
set B possesses property (E1) of a generating set.

(2) Let Br = D(x, r) and Bs = D(y, s) be different elements of the set B. If their
intersection Br n Bs is empty (for instance for a discrete metric) , then condi­
tion (E2) for generating sets is satisfied, since there is no point x E Br n Bs.

(3) If the intersection Br n Bsis not empty, then there is a point Z in Br ri B, whose
distance from x is less than r and whose distance from y is less than s :

---/". Br -... .........

// ~)(----B;-"""',

I~I 1/ 11\ ~\\
I I ' I s Jr 1 - '
\ x \ \_/ I Y I
\ \ Z I I
\ -, I /
-, )/ /

" <, /'<, ,/ ....... _-----
...... /'------

Z E Br n Bs => Z EBr

d(x ,z) < r

1\ ZE Bs

1\ d(y,z) < s

There is an a-ball BE := D(x , E) with E = min{ r - d(x , z) , s - d(y, z)} / 2 which
is contained in Br n Bs. Hence the set B also possesses property (E2) of a
generating set.

E = min{r- d(x ,z), s-d(y,z)}/2

Z E BE~ (B r n Bs)
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(4) Since the set B of a-balls has the properties (E1) and (E2) of a generating set ,
B is a basis for a metric topology. The sets contained in a basis are by defin i­
tion open sets in the topology constructed from this basis. Thus in a metric
topology every s-ball is an open set.

Metric topology : Let a set M and a metric d : M x M -+ R be given . Then the
metric basis B associated with d generates a metric (natural) topology T on M.
Every union of e-balls BEof the metric basis B is an open set Tj of the natural
topology T.

Metric space : The domain (M ; d) with the underlying set M and the metric d is
called a metric space. A metric space possesses the natural topology induced by

its metric. In the following , a metric space is assumed to be equipped with this
natural topology.

Euclidean space : The domain (M; d) is called an n-dimensional euclidean

space if the underlying set M is the real space R nand d is the euclidean metric.

On the real line R1, the elements of the natural basis are open intervals. On the
euclidean plane R2 , the elements of the natural basis are open disks . In the
euclidean space R3, the elements of the natural basis are open spheres.

Discrete metric space : Let a set M and a metric d : M x M -+ R be given. The
metric basis B induced by d is said to be discrete if for every point x E M it contains
an s-ball which contains only the point x.

B:={{xl!xEM}

A discrete metric basis generates a discrete topology.

(1) For different points x,y EM, there are e-balls whose intersection is empty.

(2) Every subset of M is an open set, since it is the union of the open sets of its
points.

(3) Every subset of M is a closed set , since its complement in M is an open set.

(4) The underlying set M is an element of the topology T. Its intersection with the
s-balls D(x, 1) is not empty.

The discrete metric topology of a set M is therefore the power set P(M). The
domain (M ; d) is called a discrete metric space if the metric d induces the discrete
topology.
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Neighborhood basis: The to-balls BE = d(x, to) form a neighborhood basis of
the point x. For every element BEthere is an open set Tj (namely Tj = Bd such that
the condition Tj ~ BE is satisfied. For every neighborhood Uj of x there is an
element BE~ Uj which contains at least the point x, and hence:

/\ V V (Tm = BE ~ Uj )
Uj B, r ,

In the following study of topological properties, it suffices to consider the neighbor­

hood basis B(x) instead of the complete neighborhood system U(x) of a point x E M.

B(x) = {B E I BE = D(x, to)}

Open initial segment : The set 0 of rational numbers is totally ordered. For
every number q EO, there is therefore a unique subset Sq of 0 which contains all
elements XE O which are less than q. Such a subset is called an (open) initial
segment of o.

Sq = {x E O I x < q }

Open initial : The subset of 0 for which x < 0 or x2 < 2 holds is not an open initial
segment in O . Since there is no rational solution of the equation q2 = 2 (see
Section 6.5), there is no number q EO which could be used to define an open initial

segment Sq whose elements sat isfy x < 0 or x2 < 2. To characterize the subset of
o for which x < 0 or x2 < 2 holds, the concept of an open initial is defined.

A subset A of a totally ordered set (M ; :5) is called an initial in M if for every x E M
contained in A every y E M with Y:5 x is also contained in A. An initial without a
greatest element is called an open initial.

A is an open initial := /\ /\ ( y -sx = YEA)
xE A yEM

Example 1 : The real number f2
The real number f2 is an open initial B in the set 0 of rational numbers :

B := 0 - u {xEO 6" I x2 < 2 }

0 - negative rational numbers

0 6" positive rational numbers and zero

(1) From XEO- and Y:5X itfollowsthat y EO-. Hence x satisfies the condition
for an element of an initial.

(2) For x EO 6" and y:5 x, either y EO - or y EO 6". If y EO - , then y E B. If
YE 06" , then y :5X implies (x + y)(x - y) ~ 0, and thus y2 :5 x2. Then x2 < 2
implies y2 < 2 , and hence y E B. Altogether, x E O 6" and y :5x with x2 < 2
implies y E B. Hence x sat isfies the cond ition for an element of an initial.
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(3) The set B contains no greatest element. For every rational number x E iQi 6"
with x2 < 2 there is a number y E iQi 6" with Y> x and y2 < 2.

4
- Choose y = --

x+ Zx
- The condition y > x is satisfied if 4 > x2 +2, that is x2 < 2 . By hypothesis

x2 < 2 , and hence y > x.

- To prove y2 < 2, the expression for y2 is transformed. The inequality
-l- > 2 - z holds for every number Z E iQi 6" with Z < 1. This property is

2
used for ~ < 1 :

<
16

x2 + 4 + 2(2 _ ~2 )

2

From x2 < 2, Y> x and y2 < 2 , it follows that B has no greatest element. Thus
B is an open initial. The real number B = f2 is irrational, since there is no
open initial segment for f2 in iQi .

First countability of metric spaces : A topological space (M ;T) is first count­
able if every point x E M has a countable neighborhood basis B(x). Every metric
space (M ; d) is first countable. To prove this, consider the set of all e-balls with
center x and radius q E iQi + .

B(x) := {D(x, q) I q E iQi + }

It is required that every neighborhood of x contains an element of B(x) . Since the
neighborhood system of x contains a-balls D(x , r) with an irrational radius r, it is to
be proved that D(x, r) contains an element of B(x). The irrational number r is an
open initial. The open initial contains a qo E iQi + such that D(x, qo) is contained in
D(x, r). Hence B(x) is a neighborhood basis of x. Since iQi is countable, B(x) is also
countable. Hence the metric space (M ; d) is first countable.

Second countability of metric spaces : A topological space (M ; T) is second
countable if its topology T possesses a countable basis. Not every metric space
is second countable. However, every euclidean space (R": d) is second countable.
A discrete metric space is second countable if its underlying set M is countable.

Proof : Second countability of euclidean spaces

As a basis B of the topology of the euclidean space (Rn ; d), choose the set of all
a-balls D(x, q) with rational radius q E iQi + whose centers have rational coordinates
XiE iQi + . The set B is shown to have the properties of a generating set and hence
of a basis of the topology. Since iQi x iQi n is countable, B is also countable.
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(1) Every rational point x E Rn is conta ined in an s-ball O(x,q) E B. Every point
y E Rn some or all of whose coordinates (Y1'... ,Yn) are irrational is contained
in an s-ball 0(0, q) E B with q > d(O, y). The union of the elements of B there­
fore contains every point in Rn. Hence B possesses property (E1) of a gener­
ating set.

(2) In the construction of metric bases , it was shown that every non-empty
intersection B, n Bk of two elements of B contains an e-ball (w, r). If r is not
rational, then the open initial for r contains a rational number qo such that the
E-ball(w, qo) E B is contained in Bj n Bk. Hence B possesses property (E2) of
a generating set.

Proof : Second countability of discrete metric spaces

For every point x E M, the topology of a discrete metric space (M ; T) contains the
one-element set O(x, 1) = {x}. Therefore every basis of T must also contain every
a-ball O(x,1). Hence the cardinality of the basis is not less than the cardinality of M.
The basis B which contains the s-ball O(x,1) for every point x E M is chosen.

(1) The union of the elements of B contains every point in M. Hence B possesses
property (E1) of a generating set.

(2) The intersection of two elements of B is empty. Hence B possesses property
(E2) of a generating set.

B therefore has the properties of a generating set, and hence of a basis of the
topology T. If the underlying set M is countable, then the basis B is also countable.
If M is uncountable, then B is also uncountable.

Example 2 Metric of the eucl idean plane

R
c

B

a:s;b+c

b:s;c+a

c:s;a+b
A

'----- - - - - - - - --. R

In the euclidean plane R 2, the distance between points has the properties (M1)
to (M4) of a metric:

(1) The distance from a point to itself is O.

(2) The distance between different points is positive.

(3) The distance from A to B is equal to the distance from B to A.

(4) The length of any side of a triangle is less than or equal to the sum of the
lengths of the other two sides . If the corners are colinear (area 0), then the
length of one side is equal to the sum of the lengths of the other two sides .
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Example 3 : Bases in the euclidean plane

In the definition of the topology of a euclidean space, open disks were chosen as
the basis elements of the metric topology. This choice is not unique. For example,
open disks or open rectang les may be chosen as basis elements of the topology
in the eucl idean plane. However, the disks are usually preferred as a bas is of the
euclidean spaces, since they are readily represented using the euclidean metric .

Example 4 : Discrete metric topology

Let a metr ic space (M ; d) with the underlying set M := {a,b} and the discrete metric
d be given. The discrete basis of this space conta ins the s-balls D(a,1) = {a} and
D(b,1) = {b}.

The set of all unions of elements of the basis B = {{a}, {b}} is the topology T of the
discrete metric space . The topology is the power set P(M) of the underlying set M
of the space.

T = {0, {a}, {b} , {a,b}} = P(M)
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Introduction : A point x of the underlying set M of a topological space (M ;T)
possesses properties with respect to a subset A of M which are determined by the
relationships between the set A and the neighborhood system U (x) of the point x
in the space (M ; T). These properties lead to the following definitions of point types
and set types.

Point types: Points x of the underlying set M which possess special properties
with respect to a subset A in the space (M ; T) form a class called a point type .
Some point types are defined in the following.

Interior point A point x is called an interior point of A if at least one neigh­
borhood U of x is a subset of A.

V (XEU II U~A) (P1)
UEU(x)

Exterior point A point x is called an exterior point of A if at least one neigh­
borhood U of x has no points in common with A.

V (XEU II UnA = 0) (P2)
UEU( x)

Contact point A point x is called a contact point of A if every neighborhood
Uj of x contains at least one point of A.

1\ (U j nA ;" 0) (P3)
U;EU (X)

Boundary point A contact point x is called a boundary point (frontier point)
of A if every neighborhood Uj of x contains at least one point
y not contained in A.

1\ V (U, n A ;" 0 II Y $. A) (P4)
U;EU(X) yEU;

Isolated point A point x is called an isolated point of A if there is a neigh­
borhood U of x whose intersection with A contains only x.

V (U n A = {x}) (P5)
UEU(x)

Accumulation point : A contact point x of A which is not an isolated point is called
an accumulation point (limit point) of A.

1\ (U, n A ;" 0 II Uj n A ;" {x}) (P6)
U;EU(x)

Classification of points: The points of the set M of a topological space (M ; T)
are assigned to the point types with respect to a set A cM as follows:

(1) Every point in M is either an interior point or an exterior point or a boundary
point. The point cannot be contained in more than one of these point types.
For example, if x is an interior point , then x is neither an exterior point nor a
boundary point.
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(2) Every contact point of A is either an interior point or a boundary point.

(3) ~terior points belong to A, and exterior points belong ~ the complement
A = M - A. Boundary points may belong to either A or A .

(4) A point is a boundary point if and only if each of its neighborhoods contains

both points in A and points in A.

Example 1 : Point types of a finite set

Let the underlying set of the topological space (M ; T) be M = {w, x, y, z}, and let
the topology be T = {0 , {w}, {w,x}, {w,x, y}, {w,x,y,z}}. Then the points of the space
(M ; T) have the following neighborhood systems :

U(W) =

U(x)

U(y)

U(z)

{{W}, {w,x}, {w,y}, {w,z}, {w,x,y}, {w,y,z}, {w,z ,x}, {w,x,y,z}}

{{w,x}, {w,x,y}, {w,x ,z}, {w,x,y,z}}

{{w,x ,y}, {w,x,y,z}}

{{w,x,y,z}}

With respect to the set A = {w,x} , the points have the following properties:

point w interior point {w} c A
isolated point w E {w} c A

point x interior point {w, x} c A
contact point {w, x} n A = .. . = {w,x,y,z} n A = {w, x}
accumulation point: {w, x} ~ {x}

point y contact point {w,x, y} n A = {w,x,y,z} n A = {w, x}
boundary point y rt A and y E {w,x,y}, {w,x,y,z}
accumulation point: {w,x} ~ {y}

Example 2 : Point types in the real euclidean plane

r----------------,
I M A
I
I
I
I

:8
I P1
I
I
I
I
~----------- --- --

interior point : P3

exterior point : P5

boundary points: P l' P2' P4

• point belongs to A

o point does not belong to A

8 neighborhood of the point

boundary belongs to A

boundary does not belong to A

isolated point Pl

accumulation points : P2, P3, P4

contact points Pl , P2, P3, P4
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The underlying set M of the euclidean plane is R 2. The subset A consists of a

semidisk and the point Pl' The arc and its endpoints belong to A, the diameter
does not. The properties of the points P1 to P5 of the underlying set M with respect
to the subset A are specified.

Set types : Different subsets of the underlying sets of topological spaces may
have identical properties. For example, there are subsets which consist of points
of the same type. There are also subsets with the special property that they are
formed from other subsets through the same operation. Subsets with ident ical

special properties form a class, called a set type. In the following compilation of set
types, A is a subset of the underlying set M of a topological space (M ; T).

Open set

Closed set

Bounded set

Interior of a set

A set A is open if every point x of A is an interior point.

1\ (xEA = x is an interior point) (A1)
x

A set A is closed if every point of the complement A= M- A
is an exterior point.

1\ (x E A = x is an exterior point) (A2)
x

A subset A in a metric space is said to be bounded if every
point x of A lies in a neighborhood D(y, r).

V V (A ~ D(y, r)) (A3)
yEA rE R

The set of interior points of a set A is called the interior of A
and is designated by I(A) .

I(A) : = {x E A I x is an interior point} (A4)

Boundary of a set: The set of boundary points of a set A is called the boundary
(frontier) of A and is designated by R(A).

R(A) := {xEA I x is a boundary point} (A5)

Closure of a set The union of a set A with its boundary R(A) is called the
closure of A and is designated by H(A).

H(A) : = A u R(A) (A6)
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the set A contains its boundary R(A)

the set A coincides with its closure H(A)

the complement A is open

Remarks about the set types

(1) Every interior point x of A has a neighborhood which is a subset of A . By
definition, this neighborhood contains an open set which contains x and is a
subset of A. The interior points of A are contained in the union of these open
sets. This union is by definition an element of the topology, and therefore an
open set. Hence the interior of A is an open set.

(2) If some of the boundary points of a set A belon~ to the set A and some of
the boundary points belong to the complement A, then the set A is neither
open nor closed.

(3) In the real euclidean space Rn , a bounded set may be infinite.

(4) The closure of a set consists of the contact points of the set.

Relationships between set types: The following relationships hold betwe~n the
interior I(A), the boundary R(A), the closure H(A) and the complement A of a

subset A of a topological space (M ; T) :

(1) The set A is closed if and only if the following equivalent conditions are satis­
fied :

R(A) ~ A

H(A) = A

I(A) = A

(2) The set A is open if and only if the following equivalent conditions are satis­
fied:

R(A) n A = 0
I(A) = A

R(A) ~ A

the set A contains no points of its boundary R(A)

the set A coincides with its interior I(A)

the complement Ais closed

(3) The boundary R(A) of a set A has the following properties :

R(R(A)) ~ R(A) the boundary is closed

R(A) = R(A) the set A and its complement A have

the same boundary

R(A) = H(A) n H(A): the boundary is the intersection of the closures of
the set and its complement

(4) The closure of a set is a closed set.

The relationships (1) to (4) are proved by applying the definitions of the point types
and set types and the properties of topological spaces. The proof of (4) is carried

out as an example.
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Proof : The closure of a set is a closed set.

(1) The closure H(A) is the set of interior points and boundary points of A, and
hence its complement H(A) is the set of exterior points of A.

(2) For every exterior point x E M there is an open set B, with Bx n A = 0, and
hence Bx n H(A) = Bx n (An R(A)) = Bx n R(A) ~ R(A).

(3) If the open set Bx contains a boundary point y E R(A), then B is a neighbor­
hood of the boundary point y and therefore contains points in A. This contra­
dicts the condition Bx n A = 0 in (2). Thus Bx contains no boundary points.
From Bx n H(A) ~ R(A) and Bx n R(A) = 0 it follows that Bx n H(A) = 0.

(4) Since B, n H(A) = 0, every exterior point of A is an exterior point of the clo­
sure H(A). Since by (1) the exterior points of A form the complement H(A),
every point x of the complement H(A) is an exterior point of the closure H(A).
Hence the closure H(A) is closed.

Example 3 : Open complement of a closed set in R2

r - - - - - - - - - - - - - ..,
I M I
I I

: IA :I I
I I
I I
I IL ...J

r-------------..,
I M -A I
I I
I r------ -, I
I I I I
I I I II L... .J I

I I
I IL ...J

Let the set A in the topological space (M ; T) be closed. Then its complement A=
M -A is open.

Example 4 : Set types in the real euclidean plane

r-------..,
:MeJ :! I · !
I I
I IL ...J

setA

r------- ..,

i M(] . i
I I
I I
I IL ...J

closure H(A)

r-------..,
: M/

J
l

I I
I ( 0 I
I \ I
I ' I
I IL ...J

comp lement A

r-------..,:M(] :I I
I I
I I
I I
I IL ...J

accumulation points

r-------..,
I M I
I /'1 I
I (I I

: \ I :
I ' -.J I
I IL ...J

interior I (A)

r-- --- --..,:M(] lI I
I • I
I I
I I
I IL ...J

boundary R(A)

Example 5 : Boundaries in the one-dimensional euclidean space R

Let M be the set R of real numbers, and let A be the set II) of rational numbers.
Then R(A) = R and R( R ) = 0, and thus R(R(A)) = 0~ R(A).
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5.6 TOPOLOGICAL MAPPINGS

Introduction : The study of the properties of topological spaces requires a defi­
nition of the concept of "topological spaces with identical structure". Two topolo­
gical spaces are identically structured (isomorphic, homeomorphic) if there is a
bijective mapping between them which preserves structure (is homomorphic) in
both directions. Homomorphic mappings of topological spaces are called continu­
ous mappings. Isomorphic mappings of topological spaces are called topological
(homeomorphic) mappings. Homeomorphic spaces cannot be distinguished by
topological means. Equivalent properties of homeomorphic spaces are topologi­
cal invariants. These concepts are defined in the following.

Continuous mapping : Let (M ;T) and (N ; 8) be spaces with the topologies T
and 8. A mapping f : M -- N is said to be continuous on M if the preimage f-1(8 j )

of every open set 8 j of 8 is an open set of T.

fiscontinuous:= /\ (f-1(8j) ET)
SjES

For a given topology 8 on N and a given continuous mapping f: M -- N, let
A := {f-1 (8 j ) I 8 j E8} be the set of preimages of the open sets in 8 . 8ince f is
continuous, A !: T. If A is a proper subset of T, then the subset T - A of open
subsets in T is not determined by 8 and f. The set A is thus the coarsest topology
on M which renders f continuous. Every topology which is finer than A also renders
f continuous .

Locally continuous mapping : A mapping f : M -- N from a topological space
(M ; T) to a topological space (N ; 8) is said to be (locally) continuous at a point
x E M if for every element Wx of the neighborhood system of f(x) in N there is an
element Ux = f-1(W x ) of the neighborhood system of x in M.

f is continuous at x E M := /\ V (f- 1 (Wx ) = Ux)
w, u,

A mapping f : M -- N between topological spaces is continuous if and only if it is
continuous at every point x of M. This theorem is often used to prove that a function
is continuous .

Proof : f : M -- N is continuous = f is continuous at every point x E M

(1) Let the mapping f be continuous. Let Wx be a neighborhood of f(x) in N. Then
there is an open set 8 xE 8 such that f(x) E s. cWx' 8ince the mapping f is
continuous , there is an open set Tx = f-1(8 x ) such that x E Tx !: f-1(W

x ).

Hence for every neighborhood Wx of f(x) in N there is a neighborhood
U, = f-1(Wx ) of x in M such that f is continuous at the point x.
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(2) Let the mapping f be continuous at every point x E M. Let Sj be an arbitrary
open set in S. Then f-1(Sj) is a neighborhood of every point x E f-1(Sj)'
Hence there is an open set Tx in T such that x E T x k f-1( Sj)' The set
f-1( Sj) = YT x is thus a union of open sets and is therefore itself an open
set. Since the preimage of every open set Sj in S is an open set f-1( Sj) in M,
the mapping f is continuous.

Composition of continuous mappings : Let (A ; R), (B; S) and (C; T) be
topological spaces. Let the mappings f : A -'.> Band g : B -'.> C be continuous.
Then the composition g 0 f : A -'.> C is also a continuous mapping.

(g 0 f)-1(Tn ) = f-1(g-1(T
n )) = f-1(Sm) = Rj

Topological mapping : Let (M ; T) and (N ; S) be topological spaces. A mapping
f : M -'.> N is said to be topological (homeomorphic) if f is bijective and both f and
the inverse mapping f-1 are continuous mappings.

fistopological := /\ (f(Tk)ES) /\ /\ (f-1(Sm)ET)
TkET Sm E S

Note : In the definitions of continuous mappings and their composition, f- 1(Sj)
designates the preimage of Sj . It is not assumed that the mapping f has an inverse.
By contrast, in the definition of a topological mapping f-1 is the inverse of the
mapping f.

Homeomorphic spaces : The spaces (M ; T) and (N ; S) are said to be homeo­
morphic if there is a topological mapping f : M -'.> N. The homeomorphism of the
spaces (M ; T) and (N ; S) is designated by M - N. Homeomorphic spaces cannot

be distinguished by topological means : They have identical topological structure.

Topological equivalence : The homeomorphism - of topological spaces
(A,TA)' (B,TB)' (C,Tc), ... is an equivalence relation . A set of topological spaces
is partit ioned into classes of homeomorphic spaces.

(1) The relation - is reflexive since the identity mapping i : A -'.> A is a topological
mapping. The mapping i possesses the inverse i and is continuous. Every
topological space is homeomorphic to itself.

(2) The relation - is symmetric since for every topological mapping f : A -'.> B
there is a topological mapping g : B -'.> A. The mapping g is the inverse of f
and is continuous. The inverse of g is the continuous mapping f.

(3) The relation - is transitive : A - Band B - C imply A - C, since for topo logi­
cal mappings f : A -'.> Band g: B -'.> C :

(a) g o f is bijective since (g 0 f)-1 = f-1
0 g-1 and g,f are bijective.

(b) g 0 f is continuous since g and f are continuous.

(c) (g 0 f)-1 is continuous since g-1 and f-1 are continuous.
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Topological invariant : A property of a topological space (M ; T) is called a
topological invariant if every space (N ; S) homeomorphic to (M ; T) has the same
property. Several topological invariants are defined in the following sections .

Open mapping : Let (M; T) and (N ; S) be topological spaces. A mapping
f : M~ N is said to be open if the image of every open set Ti of T is an open set
of S. If the mapping f is biject ive, continuous and open, then the spaces M and N
are homeomorphic.

f is open :=

Closed mapping : Let (M; T) and (N; S) be topological spaces . A mapping
f : M~ N is said to be closed if the image of every closed set in M is a closed set
in N.

Discrete mapping : A continuous mapping f : M~ D from a topological space
(M ; T) to a topological space (D ; S) is said to be discrete if the topology S on the
target D is discrete .

Example 1 : Topological mapping

o
M itr---
I
I
I

-a I
I
I1... _

- it

---...,
r-" I
I 0 I I
L _...J I

y
N..... _
/

/
I

I

-- <,
-,

\,
\

x

f: M ~ N with f (r, 8) = (x, y) and x = (r + a) cos (8 +n)
y = (r + a) sin (8 +n)

The mapping f : M ~ N is topological: It is continuous and has a continuous in­
verse. Open sets of N are mapped to open sets of M. Open sets of M are mapped
to open sets of N.
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Example 2 : Non-topological mapping

Let (M ; T) and (N ; S) be topological spaces with the following sets :

M = {a, b, c} T = {0, {a} , {c} , {a,b}, {a,c}, (a.b .cj)

N = {x, y, z} S = {0, {x} , {x,y} , {x,y,zn

Let the mapp ing f : M --+ N be bijective with f(a) =x, f(b) =y, f(c) = z. The mapping
f is continuous since every open set Sj of S has an open preimage Tm in T :

f-1(0) = 0

f- 1({x}) = {a}

f-1 ({x,y}) = {a,b}

f-1 ({x,y,z}) = {a,b,c}

The inverse mapping g : N --+ M with g(x) =a, g(y) = b, g(z) = c is not continuous
since the open sets {c} and {a, c} of T do not have an open preimage Sj in S :

g -l({C}) = {z} is not an element of S

g-l({a, c}) = {x, z} is not an element of S

Although the mapping f : M --+ N is continuous and has an inverse, it is not topologi­
cal since f - 1 : N --+ M is not continuous.

Example 3 : Discontinuity of the Heaviside function

____f~_')t_a .......... x

The Heaviside function is a mapping f : R --+ {a, b} given by

x < 0 = f(x) = a

x ;::: 0 = f(x) = b

Let the space R be equipped with its natural topology. Let the topology of {a,b} be
discrete, so that {a} and {b} are open sets. The preimage of the open set {a} is
f-1({a}) = ]-00,0[ and hence an open set. The preimage of the open set {b} is
f-1({b}) = [0, 00 [ and hence not an open set. On the real axis with its natural topol­

ogy, the Heaviside function is therefore not a continuous function.
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Example 4 Topological invariance

x

The mapping f : 1-1, 1[ --,> R with f(x) = tan Jt
2
x is topological. For every point

P of the graph the mapping y = f(x) may be inverted to yield x = f-1 (y). The open
sets Sand T are mapped to each other. The set 1-1, 1[ is bounded, the set R
is not bounded . Although the sets 1-1 , 1[ and R are homeomorphic, one of the
sets is bounded and the other is not. Boundedness is not a topological invariant.

The example shows that boundedness is a metric property which cannot be
described by topological concepts alone. This is hardly surprising, since the metric
topology is derived from the metric, and thus the metric contains more information
than the topology.
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5.7.1 FINAL AND INITIAL TOPOLOGIES

189

Introduction : Topologies for new spaces may be generated using a mapping
of known topological spaces . In applications, this procedure is used particularly to
construct continuous mappings. Continuous mappings are the basis for construct­
ing homeomorphic spaces . Mappings with special properties generate topologies
with special properties.

If a mapping f : M ~ N and a topology T on M are given, the question arises for
which topologies on N the mapping f is continuous. To answer this question, the
final topology Sfin on N is constructed. An example of a final topology is furnished
by the quotient topology of a quotient set M/E of the underlying set M. The sum
topology on the union of disjoint sets is closely related to final topologies.

If a mapping f : M ~ N and a topology S on N are given, the question arises for
which topologies on M the mapping f is continuous. To answer this question, the
initial topology Tinil on M is constructed. An example of an initial topology is fur­
nished by the relative topology of a subspace. The product topology of a cartesian
product is closely related to initial topologies.

The essential difference between final and initial topologies is the following : In the
construction of a final topology, the topology on the domain of the mapping is
known and the topology on the target is to be determined, while in the construction
of an initial topology the topology on the target is known and the topology on the
domain is to be determined.

Final topology : Let (M ; T) be a space with known topology T, and let f : M~N
be a surjective mapping. Let the image of an open set Tm in T be Sj = f (Tm). The
set of the images of T is called the final topology induced (generated) on N by
f and T and is designated by Sfin.

s., := {f(Tm) I Tm ET}
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iM(a) = a

iN (b) = b

The mapping f : M -+ N between the spaces (M ; T) and (N ; Sfin) is continuous
by virtue of the construction of Sfin. The mapping f is also continuous if a subset
of Sfin is taken as the topology on N. For a given topology T on M, Sfin is the finest
topology on N for which the mapping f is continuous.

If the mapping f is bijective, every open set Sj is the image of an open set T j • Then
the inverse mapping f -1: N -+ M is also continuous with respect to the topologies
T and Sfin . For a bijective mapping f , the spaces (M ; T) and (N ; Sfin)are therefore
homeomorphic.

Quotient topology : Let (M ; T) be a topological space, and let E be an equiva­
lence relation in M.The canonical mapping k : M -+ M/E is a surjective mapping
from the underlying set M to the quotient set M/E. It induces a final topology TE

on the quotient set. The final topology TE is called the quotient topology with
respect to the equivalence relation E. The space (M/E ;TE) is called a quotient
space of the topological space (M ;T).

k: M -+ M/E

TE := {k(Tm) I TmET }

Sum topology : Let (M ; T) and (N ; S) be topological spaces whose underlying
sets are disjoint, that is MnN = 0. The union MuN is taken as the underlying set
of a new topological space. The finest topology V is chosen on Mu N which renders
the injections iM : M -+ MuN and iN: N -+ MuN continuous. This is an extens ion
of the concept of a final topology.

iM: M -+ Mu N with

iN : N -+ Mu N with

Since V is the finest topology which renders iM and iN continuous, the basis B of
V contains exactly the open sets Tk E T and SmE S. If the basis contains elements
Tk and Tn of T, then it also contains their intersection Tk n Tn ' since T is a topology.

B := { Bj I a, ET V Bi E S }

By property (T3) of topologies, V also contains all unions of elements of B. The
space (Mu N ; V) is called the topological sum (union space) of the topological
spaces (M; T) and (N; S). The topology V is called the sum topology (union
topology).

V := { U s, I B' k B}
B;EB'
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Example 1 : Quotient topology

Let (M; T) be a topological space, and let E be an equivalence relation which
partitions the underlying set M into the classes [a] and [1]. The underlying set M/E
and the topology TE of the quotient space follow from the definition of the canon­
ical mappings km : M --;> M/E and k.: T --;> TE'

M

a

b

2

[a]
- -

[1 ]

----. M/E
km

o
{1 }

{a, b, 1}

{1 ,2}

{a, b, 1, 2}

T

o
{[1]}

{[a], [1]}

Example 2 : Sum topology

Let the topological spaces (M ; T) and (N ; S) be given :

M = {a,b}

N = {1,2}

T = {0, {a}, {b}, {a,b}}

S = {0, {1}, {1,2}}

Then the topological sum (M uN; V) has the following underlying set M u N, basis
B and sum topology V :

M u N = { a,b, 1,2}

B { Bj E T V Bj E S}

{{a}, {b}, {a.b}, {1}, {1,2}}

V { U Bj I B' c B}
B;EB'

{0, {a}, {b}, {a,b}, {1}, {1 ,2},

{a,1}, {a, 1,2}, {b,1}, {b, 1,2}, {a, b,1}, {a, b,1,2}}
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Initial topology : Let (N ; S) be a space with known topology S, and let f : M ---+ N
be a mapping. Let the subset of M which f maps onto the open set Sj E S be
Tj = f-1(Sj)' Since the mapping f is generally not bijective, f-1 here does not desig­
nate the inverse of f : A point in Sj may be the image of more than one point in Ti .
The set of preimages Tj of the elements of S is called the initial topology induced
(generated) on M by f and S and is designated by Tinjl.

Tinil := {f-l(Sj) SjES}

The mapping f : M ---+ N between the spaces (M ; T jnil) and (N ; S) is continuous
by virtue of the construction of T jnit . The mapping is also continuous if a finer topol­
ogy than Tinil is chosen on M. The initial topology Tinil is the coarsest topology on
M which renders f continuous given the topology S.

If the mapping f : M ---+ N is bijective, the spaces (M ; Tjnil ) and (N ; S) are homeo­
morphic, since the mapping f and its inverse f-l : M ---+ N are continuous.

Relative topology : Let (N ; S) be a topological space, and let M t;;;; N be a subset
of N. The coarsest topology T on M is chosen which renders the injection i : M ---+ N
with ita) = a continuous. This is the initial topology T induced on M by i. If M
contains only a subset of the points of an open set Si E S, then the preimage of Sj
is the intersection Mn Sj . The space (M ; T ) is called a subspace of the topological
space (N ; S). The topology T is called the relative topology (subspace topology).

i : M ---+ N with i(a) = a

T := {MnSil SjES}
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Product topology : Let (M ; T) and (N ; S) be topological spaces. The cartesian
product M x N is taken as the underlying set of a new topological space. The
coarsest topology P on M x N is chosen which renders both of the projections
PM : M x N~ M with PM ((a, b)) = a and PN: M x N~ N with PN((a, b)) = b con­
tinuous. This is an extension of the concept of an initial topology.

To determ ine a basis for the topology P, cartesian products Tj x Sk of open sets
Tj ET and SkE S are considered. Each of these products is a set of ordered pairs
(t, s). The set of cartesian products Tj x Sk which can be formed with the elements
of T and S is designated by T x S :

T xS

{(t,s) I t E Tj /\ SESd

{Tj x s, I Tj ET /\ SkE S}

The set T x S is suitable as a basis of a topology if for any two elements Tj x Sk
and Tm x Sn it also contains their intersection. The intersection of the elements is :

{(t, s) I (t, s) E Tj x Sk /\ (t, s) E Tm x Sn}

{(t, s) I t E Tj n Tm /\ S E Sk n s, }

(Tj n Tm) x (Sk n Sn)

Since by defin ition Tu = Tj n Tm is an element of the topology T and Sw= Skn Sn
is an element of the topology S, T x S conta ins the intersection Tu x Swof Tj x Sk
and Tm x Sn' Hence T x S is suitable as a basis.

The set 8 := T x S is chosen as a basis of the topology P on the underlying set
M x N. Then the projections PM and PN are continuous, since every open set in
T and every open set in S has a preimage in 8 and hence in P. The topology Pcon­
tains all unions of elements of 8.

M xN~M with

with

PM ((a, b)) = a

PN ((a, b)) = b

P

T x S = {Tj xSk I Tj ET /\ SkES}

{B;~B! a, I 8' E 8 }

The space (M x N ; P) is called the product space of the topological spaces (M ; T)
and (N; S) . The topology P is called the product topology. P is the coarsest
topology on M x N which renders PM and PN continuous. For if the bas is 8 does
not conta in all sets in T x S, then either at least one intersection of elements of 8
is not contained in 8 , or at least one of the projections PM and PN is not continuous.
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Example 3: Relative topology of euclidean space

Let the euclidean space R3 be equipped with its natural topology T3.The open sets
of the basis of T3 are open balls. The intersections of the open balls with the euclid­
ean plane R2 are open disks, which are the basis elements of the natural topology
on R2. The intersections of the open balls with the euclidean line R1 are open
intervals, which are the basis elements of the natural topology on R 1. The spaces
R1 and R2 are subspaces of R3 : They are equipped with the relative topology.

Example 4 : Product topology

Let the topological spaces (M ; T) and (N ; S) from Example 2 be given:

M = {a,b}

N = {1,2}

T = {0,{a},{b},{a,b}}

S = {0, {1}, {1,2}}

Then the product space (M x N ; P) has the following underly ing set M, basis Band
product topology P :

M x N = {(a,1), (a,2), (b,1), (b,2)}

B {Ti x Sk I TiET f\ SkE S}

{0 ,{a} x{1}, {a}x{1 ,2}, {b} x{1}, {b} x{1 ,2},

{a,b}x{1}, {a ,b}x{1 ,2}}

{0 ,{(a, 1)} , {(a ,1), (a,2)}, {(b, 1)}, {(b, 1), (b,2)},

{(a ,1), (b,1)}, {(a, 1), (a,2), (b,1), (b,2)}}

P { U Bj I B' E B }
BjEB'

{0 ,{(a, 1)} , {(b , 1)},

{(a,1), (a,2)}, {(b, 1), (b,2)}, {(a ,1) , (b,1)},

{(a,1), (a,2) , (b, 1)}, {(a, 1), (b, 1), (b,2)}.

{(a,1), (a,2), (b, 1), (b,2)}}
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Introduction : The concept of the relative topology of a subset of a topological
space introduced in Section 5.7.1 leads to a more precise treatment of the point
types and set types defined in Section 5.5. The interval ]-1,1 [, which is open in
IR 1 , is considered as an example. In the euclidean space IR 2 , this point set is not
open, for at an arbitrary point x E ]-1 ,1[ the open set D(x, f ) of the euclidean
space iR 2 contains points of iR 2 which do not lie in the interval ]-1 ,1[.

- 1

The example demonstrates that the definitions and rules of Section 5.5 hold only
with respect to the subspace under consideration and its relative topology. Proper­
ties of subspaces are treated in this section.

Subspace : A topological space (M ; T) is called a subspace of the topological
space (N ; S) if M is a subset of Nand T is the relative topology induced on M by S.

T = {SjnM I SjES}

Interior point : Let A be a subset of a subspace (M; T) . Then a point x E M is
called an interior point of A in M if there is an open set Tj of the relative topology
T which contains x and is contained in A.

x is an interio r point of A in M

Exterior point : Let A be a subset of a subspace (M ; T) . Then a point x E M is
called an exterior point of A in M if there is an open set Ti of the relative topology
T which contains x and is contained in the complement A= M - A.

x is an exterior point of A in M := V (x E Tj ~ M - A)
TjET

Boundary point : Let A be a subset of a subspace (M ; T) . Then a point x E M
is called a boundary point of A in M if every open set Tx of the relative topology T
which contains x contains at least one point of A and one point of A.

x is a boundary point of A in M :=
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Interior Let A be a subset of a subspace (M ; T) . The set of all inner points of
A in M is called the interior of A in M and is designated by I(A) or 1M(A). The
interior of A is the union of the open sets Tj E T which are contained in A.

I(A) = U (1, ~ A)
TjE T I

Exterior : Let A be a subset of a subspace (M ; T) . The set of exterior points of
A in M is called the exterior of A in M and is designated by E(A) or EM(A). The

exterior of A is the union of the open sets Ti E T which are contained in A= M- A.

E(A) = U (Ti c M - A)
TiET

Boundary : Let A be a subset of a subspace (M; T) . The set of all boundary
points of A in M is called the boundary of A in M and is designated by R(A) or M
or 6MA. The boundary of A is the underlying set M without the interior and exterior

of A.

R(A) = 6A = M - I(A) - E(A)

Closure : Let A be a subset of a subspace (M; T). The set of all inner points and
boundary points of A is called the closure of A in M and is designated by H(A) or
HM(A). The closure of A is the underlying set M without the exterior of A.

H(A) = M - E(A)

Properties of subspaces

(U1) If the topology S of the space (N ; S) has a basis A, then the topology T of the
subspace (M ; T) has the basis

B = {B i = Aj n M I Ai E A}

(U2) If (M 1 ; T1 ) and (M 2 ; T2 ) are disjoint subspaces of (N ; S) , then theirtopologi­
cal sum (M 1 u M2 ; V) with the sum topology V is also a subspace of (N ; S) .

(U3) If (M ; T) is a subspace of (N ; S) and (N ; S) is a subspace of (U; R), then
(M ; T) is a subspace of (U; R) .

(U4) A subset A of a subspace (M; T) of a topological space (N ; S) is open in M
if and only if there is an open set P in N such that A is the intersection of M
and P :

A is open in M = V (A=M nP)
PES

(U5) A subset A of a subspace (M ; T) of a topological space (N ; S) is closed in
M if and only if there is a closed set C in N such that A is the intersection of
M and C:

A is closed in M = _V (A = M n C)
CES
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Proof : Properties of subspaces

(U1) Every element Sk of the topology S is a union u Ai of elements of the basis A.
For the element Sk of S there is a corresponding element Tk = M n Sk of
the relative topology T. Therefore :

Tk = M n Sk = M n l) Ai = l) (M n Ai) = U Bj
I I I

Every element Tk E T is a union of elements Bj = Aj n ME B. Since for two

elements Ai and Amthe basis A also contains their intersection An = Aj n Am'
it follows that for two elements Bj = Aj n M and Bm= Amn M the set B also
contains their intersection Bi n Bm = (A j n M) n (Amn M) = (Ain Am)n M.
Hence B is a basis of the topology T.

(U2) The topologies of the subspaces are T1 = {Sjn M1} ISjES} and T2 =
{Sm n M2 ISmE S}, respectively. A general element of the sum topology V
is {SjnM1}u{SmnM2}={SjUSm}n{M1UM2}' Since Sj and Sm are
elements of S, Si U Sm is by definition an element of S, and therefore
{Sj u Sm} n {M 1u M2}is an element of the relative topology of S with respect
to M1u M2. Hence (M 1u M2; V) is a subspace of (N; S).

(U3) By definition, the underlying sets of the spaces satisfy M ~ N ~ U. The topolo­
gies of the subspaces are T = {S j n M ISj ES} and S ={Rj n N I Ri E R}.
Substituting Sj = Ri n N yields Ti = Si n M = (R i n N) n M = Rj n (N n M) =
Rj n M. Therefore T = {R j n M IRi E R}. Hence T is the relative topology in­
duced on M by R, and (M; T) is a subspace of (U ; R).

(U4) Let the set A be open in a subspace (M; T) of (N; S). Then for every point
x E A there is an open set Tx = Sx n M ~ A which contains x, so that xE Sx.
Let P be the union of all open sets SxE S which contain a point x E A. Then
P is an open set in N, since P is a union of open sets. The intersection of P
with the subspace M is a union of open sets of the relative topology T :

P = U Sx
XEA

P n M = U rs, n M) = U r,
xEA xEA

Tx ~ A implies Pn M ~ A. The fact that every point x E A is contained in an
open set Tx implies A~ Pn M. From A c Pn M ~ A it follows that A = Pn M.
Hence there is a set P open in N whose intersection with the subspace M is
the given set A open in M.

Conversely, let P be an open set in the space (N ; S) and A = M n P.Then for
every point xE A ~ P there is an open set SxE S ~ P which contains x. By
definition, the relative topology T of the subspace (M; T) contains the open
set Tx = Sx n M. Since x s Aand x E Sx,also x e M and x eMn Sx = Tx. From

Tx ~ M and Tx c Sx~ P it follows that Tx c M n P = A. Thus for every point
xE A there is an open set Tx which contains x and is contained in A. Hence
A is open in M.
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(U5) Let the set A be closed in a subspace (M ; T) of (N; S). Then the set M - A
is open in M. By (U4) there is an open set Cin N such that M - A = M n C. This
yields the ~et C =N - C, which is closed in N and satisfies A =M - (M n C) =
M n (N - C) = M n C.

Conversely, let C be a closed set in the space (N ; S) wit~A = M n C. Then
the set C =N - C is open in N. By (U4), the set M n C =M n (N - C) =
M - (M n C) = M - A is open in M. Hence the set A is closed in M.

Dense subspace: A subspace (M; T) of a topological space (N; S) is said to
be dense in N if N is the closure of M. A subspace M is said to be nowhere dense
in N if the interior of the closure of M is empty.

M dense in N := H(M) = N

M nowhere dense in N := I(H(M)) = 0
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Introduction : The topology of the product of two topological spaces is defined
in Section 5.7.1. In this section this concept is extended to the product of a finite
number of topological spaces. Rules for continuous mappings to such product
spaces are derived.

Product space of a finite number of spaces : Let a finite number of topological
spaces (A; R), ,(Z; S) be given. The elements of the underlying sets are desig-
nated by aj EA, ,znEZ, the open sets of the topologies are designated by
Ri ER"",Sn ES. The cartesian product X := A x ... xZ is taken as the underlying
set of a new topological space. The elements of X are n-tuples x = (a, "",zn) ' The
product topology is chosen to be the coarsest topology P which renders all projec­
tions pA : X~ A with PA(x) = aj to Pz : X~ Z with Pz (x) = zn continuous.

The set of all cartesian products Rj x .., x Sn whose factors are open sets of the
topologies R,...,S is chosen as a basis B of the topology P. This set of cartesian
products is suitable as a basis since, as in the special case of two spaces, the
intersection of any two open sets Rj x .,. x Sn and Rkx .., x Smis also an open
set Rjx ... xSu'

B = {Rjx ... x s, I RjER A ... ASnE S }

(Rjn Rk)x ... x(Snn Sm)
Rjx ... x Su

The product topology P contains all unions of elements of the basis B. The space
(Ax ." x Z ; P) is called the product space of the topological spaces (A; R),...,
(Z ; S) . The topology P is the coarsest topology on X = A x ... x Z which renders
the projections PA" " 'PZ continuous.

P={ U BjIB'EB}
BjEBI

PA : X - A with PA (x) = aj is continuous

Pz : X - Z with Pz (x) = zn is continuous

Continuous mappings to a product space : Let a topological space (M ; T)
and the product space (X ; P) of a finite number of topological spaces (A ; R), ...,
(Z ; S) be given. A mapping f : M - X to the underlying set X = Ax ... x Z of the
product space is continuous if and only if the compositions pA0 f : M - A to
Pz 0 f : M - Z involving the projections pA : X - A to Pz : X - Z are continuous.
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Proof: Continuous mappings to a product space

(1) Let the mapping f be continuous. By the definition of the product topology,
each of the projections PA" "'Pz is continuous. Therefore the mappings
PA0 f,...,Pz 0 f are compositions of continuous mappings, and hence con­
tinuous.

(2) Let each of the compositions PA 0 f,...,Pz 0 f be continuous. It is to be proved
that for the mapping f : M ~ X the preimage of every set open in the space
(X ; P) is open in M. To prove this, it is sufficient to show that the preimage
of every element of the basis B = {R i x .., x SnI Ri E R II ... II SnE S } is open
in M. By the definition of a product topology, PA : X ~ A is continuous , so that
the preimage Ri x '" x Snof the set Riopen in A is a set open in X. Since PA0 f
is continuous by hypothesis , the preimage of Ri in M is an open set Tk ' But
by the definition of the composition PA 0 f, the open set Tk ~ M is also the
preimage of the open set Ri x ... x Sn E B under f. Hence the mapping f is
continuous.

Continuous mapping between product spaces : Let the mappings f1: M1~
N1 and f2: M2~ N2 be continuous. Let the cartesian products M1x M2 and
N1x N2 be equipped with the product topologies. Then the mapping g : M1x M2
~ N1 x N2 with g(a,b) = (f 1(a), f2(b)) is continuous.

Proof : Continuous mapping between product spaces

Let S1 x S2 be an element of the basis of N1 x N2. Since N1 x N2 is equipped
with the product topology, the projections S1 = P1 (S1 x S2) and S2 = P2(S1 x S2)
are open sets. Their preimages f11(S1) and f21(S2) are open sets since f1 and
f2 are continuous. Since M1x M2 is equipped with the product topology, the
preimage g-1(S1 x S2) = f11(S1)) x f21(S2) of S1 x S2 with respect to g is an
open set of M1x M2. Hence the mapping g is continuous .
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Introduction : A physical body is connected if forces can be conveyed between
its parts . By contrast, mathematical connectedness is a topological property. The
connectedness of two sets can only be studied if they are subsets of the underlying
set of a topological space .

To define the connectedness of two sets, it is not sufficient to consider the inter­
section of these sets . For example, let A be a set with a boundary point x which
does not belong to A. Let the same point x be a boundary point of the set B, and
let it be contained in B. Let the intersection An B be empty. Then the union Au B
contains the point x although A n B is empty. Hence the sets A and B are connected
although their intersection is empty.

The mathematical definition of connectedness is based on the concepts of discon­
nections and separated sets. In a disconnection, the open sets of the topology of
the space are used to assess connectedness. A set is connected if there is no
disconnection for the set. For separated sets, the topolog ical set types of boundary
and closure are used to assess connectedness. In contrast to disjoint sets, sepa­
rated sets contain no points of each other 's closure. A set is connected if it is not
the union of non-empty separated sets.

The concepts of disconnections, separated sets, connectedness of a set and con­
nectedness of a space are treated in this section. Disconnections and separated
sets are constructed from given sets. Different equivalent definitions of the con­
nectedness of sets are presented .

Disconnection of a set : Let A be a subset of a topological space (M ; T), and
let T1 ,T2 be open sets of the topology 1. The sets T1 and T2 form a disconnection
of the set A in the space (M ; T) if the intersect ions A n T1 and A n T2 are non-empty
disjoint sets whose union is A. The disconnection is designated by T1&T2 .

r---------------- ---- --- ----- --i
I r- ----------., M
: I T, r--L---- - - - - .,
I I I I T21

i:~' :~:
'1~ 1 1~1
: : L __~--------J
: L .J

L ~

(AnT1) ~ 0
(AnT2 ) ~ 0

(A n T1) n (A n T2 )

(A n T1) u (An T2 )

(\

A
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Properties of a disconnection : A set A c M possesses a disconnection T1&T2
in the topological space (M; T) if and only if it possesses a disconnection 81&~

in the subspace (A ;8) with the relative topology 8 = {S, I8 j =A nTj A Tj ET }.
The set A possesses a disconnection in the subspace (A ; 8) if and only if there is
a set 8 1 E 8 with 0 c 8 1 C A which is both open and closed in (A ; 8) .

Proof : Properties of a disconnection

(1) Let T1&T2 be a disconnection of the set A in the space (M ;T). The open sets
8 j = A n Tj of the relative topology 8 are used in the defining properties of the
disconnection T1&T2 .

(A nT1) ;z! 0 A (A nT1) n (A nT2 ) = 0 A

(A nT2) ;z! 0 A (A nT1) u (A nT2 ) = A =
8 1 ;z! 0 A ~ ;z! 0 A 8 1 n ~ = 0 A 8 1 U~ = A

By definition, the subsets 8 1 and 8 2 form a disconnection 8 1 & 8 2 of A in the
subspaceJA ; 8) , since 8 j = 8 j rl.-A. From 8 1n 8 2 = 0 and 8 1u~ =_A it fol­
lows that 8 1 = A - 8 1 = 8 2 and 82 = A - ~ = 8 1" Then 82 ;z! 0 and 8 1 = 8 2
implies 81 ;z! 0, and 8 1 ;z! 0 and 82 = 8 1 implies 82 ;z! 0.

8 1 ;z! 0 A 8 2 ;z! 0 A 81 = ~ A 8 2 = 8 1 =
8 1 ;z! 0 A 8 2 ;z! 0 A 8 1 ;z! 0 A 8 2 ;z! 0

- -
It follows from 8 1 = ~ that 8 1 is an open set of the relative topology 8 . 8ince
8 1 and 8 1 a~ open sets in (A ; 8) , the set 8 1 is both open and closed. From
8 1 ;z! 0 and 8 1 = A - 8 1 ;z! 0 it follows that 0 c 8 1 C A. Thus for the discon­
nection T1&T2 there is a set 0 c 8 1 C A which is both open and closed in
(A ; 8).

(2) Let the set 8 1 with 0 c ~1 C A be both open and closed in th~ subspace
(A ; 8). Then 8 1 ;z! 0 and 8 1 = A - 8 1 ;z! 0. It follows from 8 2 = 8 1 that ~ is
an open set in 8 and ~ ;z! 0. The equivalences in (1) show that T1&T2 is a
disconnection of A in (M ;T).

8eparated sets : Two subsets A, B of a topological space (M ;T) are said to be
separated in the space (M ;T) if the following conditions are satisfied:

(1) The sets A and B are disjoint A n B 0
(2) A contains no boundary point of B : A n R(B) = 0
(3) B contains no boundary point of A : B n R(A) = 0

These conditions are satisfied if and only if A does not contain any points of the
closure of Band B does contain any points of the closure of A :

A, B are separated sets in (M ;T) :=

A n B = 0 A A n R(B) = 0 A B n R(A) = 0 =
A n H(B) = 0 A B n H(A) = 0
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Properties of separated sets Two subsets A, B of a topological space (M ; T)
are separated in (M ; T) if and only if they are separated in the subspace (A u B ; 8)
with the relative topology 8 = {(A u B) n Ti ITi E T} .

Proof : Properties of separated sets

(1) Let the subsets A, B be separated in (M; T). Let their closures in the space
(M ; T) be H(A) and H(B), respectively. Then the defining properties of sepa­
rated sets imply that A n H(B) = 0 and B n H(A) = 0. Let the closures of the
sets A and B in the subspace (A u B ; 8) be Hu (A) and Hu(B), respectively.
The closures Hu(A) and Hu(B) contain the points of the closures H(A) and
H(B) which are contained in the underlying set A u B :

Hu(A) = (A u B) n H(A) = (A n H (A)) u (B n H (A)) = A

Hu(B) = (A u B) n H(B) = (B n H (B)) u (B n H (B)) = B

The sets A and B are separated in (A n B ; 8) since the closures Hu(A) and
Hu(B) satisfy the conditions in the definition of separated sets :

A n Hu(B) = A n B = 0
B n Hu (A) = B n A = 0

(2) Let the sets A and B be separated in the subspace (AuB ; 8) . Then by
definition AnB = 0. Every point x E Mwhich is not contained in A u B belongs
neither to A nor to B. 8uch points do not influence the value of A n H (B) or
of B n H (A). Therefore A n Hu(B) = 0 and B n Hu(A) = 0 in Au B implies
A n H(B) = 0 and B n H(A) = 0 in M. Hence the sets A and B are separated
in (M;T).

Construction of separated sets : Let T1&T2 be a disconnection of a set A in a
topological space (M ; T). Then the intersections A n T1 and A n T2 are separated
sets (M ; T) .

Proof : Construction of separated sets

By the definition of the disconnection T1&T2 , the sets 8 1 = A n T1 and 8 2 =A n T2
are not empty. The disconnection T1&T2 in the space (M ; T) corresponds to the
disconnection 8 1&82 in the subspace (A; 8). 8ince the sets 8 1 and 8 2 are closed
in the subspace, H(81) = 8 1 and H(82) = 8 2, The definition of a disconnection
implies 8 1n 8 2 = 0. Hence the sets 8 1 and 8 2 satisfy the cond itions for separated
sets in the subspace (A; 8) :

8 1nH(82) = 8 1n82 = 0
8 2 n H(81) = 8 2 n 8 1 = 0

8ince the sets 8 1 = A n T1 and 8 2 = A n T2 are separated in the subspace (A ; 8) ,
they are, by virtue of the properties of separated sets , also separated in the space
(M ; T).
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Construction of a disconnection : Let the non-empty sets A and B be sepa­
rated. Then the complements T1 and T2 of the closures of B and A form a discon­
nection T1&T2 of the set Au B.

T1 = H(B)

T2 = H(A)

Proof : Construction of a disconnection

(1) The closures H(A) and H(B) are closed sets in the space (M ; T). Hence their
complements are open sets in the space (M ; T).

T1 = H(B) ET

T2 = H(A) ET

(2) Since the sets A and B are separated, AnH(B) = 0 and H(A)n B = 0. The
complement T1 of the closure of B contains the set A, but no point of B. The
complement T2 of the closure of A contains the set B, but no point of A. It
follows that :

(A u B) n T1 A

(A u B) n T2 B

(3) The sets (A u B) n T1 and (A u B) n T2 are not empty because the sets A and
B are not empty. The intersection of the sets (A u B) n T1 and (A u B) n T2 is
empty, since the sets A and B are separated. Hence the sets T1 and T2 form
a disconnection T1&T2 of the set Au B in the space (M ;T).

Connected set : A set A in a topological space (M ; T) is said to be connected
if it is not disconnected. The set A is said to be disconnected if one of the following
equivalent conditions is satisfied:

(21) The set A can be represented as a union of two non-empty separated sets.

(22) There is a disconnection for the set A.

Proof : Equivalence of the definitions of the connectedness of a set

(1) Let the set A be disconnected according to definition (21) . Then A can be
represented as a union of two non-empty separated sets Band C. The sepa­
rated sets Band C may be used to construct the disconnection T1&T2 with
the open sets T1 = H (C) and T2 = H (B). Hence condition (22) is satisfied.

(2) Let the set A be disconnected according to definition (22). Then there is a
disconnection T1&T2 for A. Using the open sets T1 and T2 , the non-empty
separated sets An T1 and A n T2 may be constructed, whose union is A.
Hence condition (21) is satisfied.
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Connected space A topological space (M ; T) is said to be connected if the set
M is connected. The set M is connected if and only if the following condition is

satisfied:

(Z3) There is no set Tj with 0 C Tj c M which is both open and closed in the space
(M ;T).

Proof : Connected space

By definition, the space (M ; T) is connected if and only if the set M is connected
in (M ; T). This is the case if and only if there is no disconnection of Min (M ; T). But
by the properties of disconnections, the set M possesses a disconnection in (M ; T)
if and only if (M ; T) contains a set Tj with 0 c Tj c M which is both open and closed.

Example 1 : Disconnection of a set

Let (M ;T) be a space with the underlying set M = {a, b, c, d, e} and the topology

T= {0,{c},{a,b,c},{c,d,e},M}. Then the set A = {a,d,e} is disconnected. The
open sets T1 = {a, b, c} and T2 = {c, d, e} form a disconnection of the subset A.

A n T1 {a}

A nT2 {d,e}

(A n T1) U (A n T2 ) = A

(A n T1) n (A n T2 ) = 0

Example 2 : Separation of sets in the eucl idean space R 1

Let the following subsets of the real axis IR 1with the euclidean topology be def ined
for a rational number a E 1) :

A = {X E IR I x -ca}

B = {X E IR I x z a}

C ={x E lRlx >a}

R(A) = {a}

R(B) = {a}

R(C) = {a}

H(A) = {x E iR I X::5 a}

H(B) = {x E IR I x <:: a }

H(C) = {x E IR I x <:: a}

The sets A and B are not separated, since the intersection of the closure of A with
B is not empty. Although the intersection A n B is empty, the union A u B is the axis
R 1 including the point a.

H(A) n B = {a}

The sets A and C are separated, since the intersection H(C) n A = 0 is empty. The
union A u C does not contain the point a of the real axis R 1 . The separation is illus­
trated in the following diagram.
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I ~ I ~

a R a R

A 0 A 0

B • C 0

A uB • A uC 0

A nB 0 A nC 0

A n H(B) 0 A nH(C) 0

B n H(A) {a} C n H(A) 0

Example 3 : Discrete disconnected space

The topology of a discrete space (M ; T) contains every subset of M as an open
set. For elements a, b,... of M , the one-element sets {a},{b},... are by definition
connected. Every set with more than one element is disconnected. For example,
{a, b} possesses the disconnection {a}&{b}. This is the origin of the term "discrete".

Example 4 : Disconnected space

Let (M ; T) be a space with the underlying set M = {a , b, c, d, e} and the topology
T = {0, {a}, {c , d}, {a , c, d}, {b , c, d, e}, M}. Then M is the union ofthe disjoint non­
empty open sets {a} and {b, c, d, e} , and is therefore disconnected. The set {a} and
the set {b , c, d, e} are both open and closed, since their complements are also con­
tained in T. In contrast to the set M, the subset A = {b, d, e} with the relative topo­
logy {0,{d}, A} is connected, since 0 and A are the only subsets of A which are
both open and closed .
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5.8.2 CONNECTEDNESS OF CONSTRUCTED SETS

207

Introduction : The connectedness of a given set in a topological space is studied
in Section 5.8.1. The properties of sets which are constructed from given con­
nected sets using operations on sets and mappings are treated in the following.

Properties of connected sets and spaces :

(E1) If a set A in the topological space (M ; T) possesses a disconnection T1 &T2 ,

then every connected subset BsA is either entirely contained in T1 or entirely
contained in T2 . One of the sets B n T1 and B n T2 is empty.

(E2) The union Au B of two connected sets A and B of a topological space (M ; T)
may be connected or disconnected.

(E3) The intersection AnB of two connected sets A and B of a topological space
(M ;T) may be connected or disconnected.

(E4) The union AuB of two connected sets A and B of a topological space (M ;T)
which are not separated is connected.

(E5) Let a topological space (M; T) be connected, and let a surjective mapping
f : M~ N be continuous. Then the topological space (N ; S) is connected.

(E6) A topological space (M ; T) is connected if and only if every discrete mapping
from M is constant.

(E7) In a topological space (M; T), let {Ai} be a finite or infinite family of subsets
of M. Let every subset Ai be a connected set. Let none of the intersections
Ak n Am of two sets from {Ai} be empty. Then the union u Ai of the sets from
{Ai} is a connected set.

(E8) Let each of the topological spaces (M ; T) and (N ; S) be connected. Then the
product space (M x N ; P) is connected.

(E9) The closure H(A) of a connected set A in a topological space (M ; T) and every
intermediate set Z with As Z s H(A) are connected.
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Proof E1 : Connected subset in a disconnection

Let a connected set B in a topological space (M ; T) be a subset of a set A s;; M with

a disconnection T1 & T2 . This implies:

A s;; T1 U T2 r; B S;; A = B c T1 U T2
- -

T1 n T2 s;; A f\ B c A = T1 n T2 S;; B

,--------------------,
I r-----------, M I

i i Tl~nT
1

1-1---- - - - ;:;1 i
II (;;\ II ~ II
I I ~ II ~ II
I I I I I I
I I 1-1---------' I
I L J I
L ~

Let the intersections B n T1 and B n T2 be non-empty. Then T1 and T2 form a dis­
connection T1 &T2 of B. The definition (Z2) of the connectedness of a set implies
that B is disconnected. This contradicts the hypothesis that B is connected. Hence
either B n T1 or B n T2 is empty. The set B is either entirely contained in T1 or en­
tirely contained in T2 .

Proof E2 The union of two connected sets may be connected or disconnected.

A B

1 1

A

1-
B

_ _ I
A u B connected A u B disconnected

The statement is proved by examples :

(1) On the real axis R each of the closed intervals [0,1] and [2,3] is connected
in itself. By defin ition (Z1), the union of these intervals is disconnected, since
the intervals are non-empty and separated.

(2) On the real axis R each of the closed intervals [1,2] and [2,3] is connected
in itself . Their union is the connected interval [1,3].

Proof E3 : The intersection of two connected sets may be connected or discon­
nected.

A n B connected A n B disconnected
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The statement is proved by examples:

(1) On the real axis R each of the closed intervals [0,4] and [2,6] is connected
in itself. The intersection of these intervals is the connected interval [2,4].

(2) In the real plane R 2 the points (x = r cos "A, y = r sin "A) with 0.5 s; r s; 1.0 and
os; "A s n: form a connected segment K of a circle. The points (x, y) with
- 1.0 s; x s; 1.0 and 0.0 s; y s; 0.1 form a connected rectangle A. The inter­
section An K is disconnected by definition (Z1), since it consists of two point
sets, one with x < 0 and one with x > 0, which are non-empty and separated.

Proof E4 : The union of connected sets which are not separated is connected.

Let each of the sets A and B in a topological space (M; T) be connected in itself.
Let their union C: = Au B be disconnected. Then by (Z2) C possesses a dis­
connection T1 &T2 . For the construction of separated sets it was proved that
C n T1 and C n T2 are separated sets in (M ; T) . But by (E1) each of the sets A and
B is either entirely contained in T1 or entirely contained in T2 . For example, let
AnT2 = 0 and B nT1 = 0. This implies:

CnT1 = (AuB)nT1 =(AnT1)u(BnT1) = AnT1

CnT2 = (AuB)nT2 =(AnT2)u(BnT2 ) = BnT2

Since C n T1 and C n T2 are separated, An T1 and B n T2 are also separated. But
by hypothesis in (E4) A and B are not separated. Contrary to the assumption, their
union AuB is therefore connected.

Proof E5 : The image of a connected space under a continuous mapping is con-
nected.

Let the topological space (M ; T) be connected. Let a mapping f: M --+ N be contin­
uous. Then the mapping f induces a topological space (N ; S) with the underlying
set N = f(M) and the topology S = {Sd Sj = f(Tj) 1\ Tj E T}.

Let the space (N ; S) be disconnected. Then there is a set S1 with 0c Sl C N which
is both open and closed in the space (N ; S). Since the mapping f is continuous,
the space (M ; T) contains a set T1 with f(T1 ) = Sl which is both open and closed
in the space (M ; T). From 0c Sl C Nand f(M) = N it follows that 0c T1 C M. Hence
by (Z3) the space (M ; T) is disconnected. But (E5) contains the hypothesis that the
space (M; T) is connected. Contrary to the assumption, the space (N ; S) is there­
fore connected.
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Proof E6: A topological space is connected if and only if every discrete map­
ping from its underlying set is constant.

(1) Let a topological space (M ;T) be connected. For an arbitrary discrete map­
ping d : M --+ D, let y E D be a point for which there is a preimage in M. The
discrete space D contains the set {y}, which is both open and closed. Since
the discrete mapping is by definition continuous, the preimage of the set {y}
in M is also both open and closed. By (Z3), the empty set 0 and the underlying
set M are the only sets of the connected space (M ;T) which are both open
and closed. Since the preimage of {y} is non-empty by hypothesis, the pre­
image of {y} is M. Hence the mapping d is constant.

(2) Let every discrete mapping d : M --+ D be constant. Let the topological space
(M ; T) be disconnected. Then by condition (Z3) there is a set A other than
oand M with 0cAe M which is both open and closed in (M ;T) . Hence there
is a discrete mapping d : M --+ {O,1} with d(A) = {OJ and d(M - A) = {1}. This
contradicts the hypothesis that every discrete mapping d is constant. Con­
trary to the assumption, the space (M ;T) is therefore connected .

Proof E7 In a family {A i} of subsets of the underlying set of a topological
space, let each of the subsets Ai be connected . Let none of the inter­
sections of two sets from {Ai} be empty. Then the union of the sets
from {A} is connected .

Let each of the subsets Ai ~ M in a topological space (M ;T) be connected. Let the
union of a finite or infinite family {A i} of such sets be u Ai' Let the mapping
d : u Ai --+ D be discrete. For arbitrary points x,y E u Ai ' let x E Ak and y E Am' By
(E6), the discrete mappings from the connected sets Ak and Amare constant :

d(Ak) = {c k} A d(Am) = {cm}

The intersection Ak n Am is non-empty by hypothesis . For a point Z E Ak n Am in
the intersection of the sets, d(z) = ck A d(z) = cm. Hence:

ck = cm = C A d(x) = d(y) = d(z) = c

Since the points x and yare chosen arbitrarily, the mapping d : u Ai --+ D is con­
stant with d(u Ai) = {c}, Hence the union u Ai is connected by virtue of (E6).
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Proof E8: The product space of two connected spaces is connected.

Let each of the spaces (M ; T) and (N ; S) be connected. For arbitrary points a E M
and bEN, consider the subspaces {a} x Nand M x {b} of the product space M x N :

r----i----------,
N1 I MxN I

I I I
I l{a} xN I
I I I
I I I

bt----~----------l
I I Mx{b} I
I I IL ~ J

a M

The open sets in M x {b} are of the form T x {b}, where T is open in M. Since the
space (M ;T) is connected, by (Z3) only the sets 0and M are both open and closed
in M. Thus only the sets 0 and M x {b} are both open and closed in M x {b}. It fol­
lows by (Z3) that the space M x {b} is connected. The space {a} x N is likewise
connected. The intersection of {a} x Nand Mx {b} is the point (a,b). It follows by
(E7) that the union Pab of the sets {a} x Nand M x {b} is connected.

The product space Mx N is the union of sets Pxyfor different points (x,y). Each pair
of sets Pab and Pcd has a non-empty intersection {(a,d),(b,c)}. Since every set in
the family {Pxy} is connected, the pairwise intersection of the sets is non-empty
and their union is the underlying set M x N, it follows by (E7) that M x N is con­
nected.

Proof E9 : The closure of a connected set A and every intermediate set Z with
A ~ 2 ~ H(A) are connected.

Let the intermediate set Z be disconnected. Then by (22) there is a disconnection
T1 & T2 of Z. By (E1), the connected subset A of Z is either entirely contained in
T1 or entirely contained in T2 . Let A be contained in T1 .

The sets Z n T1 and Z n T2 are separated. From A!:: T1 and A c Z it follows that
A ~ Z n T1 . Hence the sets A and Z n T2 are separated. Since Z c H(A), the
definition of separated sets yields:

H(A) n (ZnT2 ) = 0 = ZnT2 = 0

By the definition of the disconnection T1 &T2 of Z , however, the set Z n T2 is non­
empty. Contrary to the assumption, the intermediate set Z is therefore connected.
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5.8.3 COMPONENTS AND PATHS

Introduction : Spaces are generally not connected. A disconnected space may
however be partit ioned into connected components. The concept of a path is use­
ful in determining the components of a space . Every path-connected set is con­
nected. The concepts of component, path and path-connectedness are defined in
the follow ing.

Component : A connected subset A of the underlying set M is called a compo­
nent (connected component) of a space (M ;T) if there is no connected subset B
of M which contains A as a proper subset.

r------- ,

rI I
I • I
I x I
I I
I IL J

component A

r - - - - - - -,

:M~:: 0 :
I I
I I
I IL J

A is not a component

Properties of components :

(K1) Every component of a space (M ; T) is a closed set.

(K2) The union of all connected subsets of M which conta in a common point x of
M is a component of (M ; T).

(K3) The components of a space (M ; T) form a partition of M.

(K4) If a topological space (M ; T) has a finite number of components, then every
component is both open and closed .

(K5) Every connected subset of M is entirely contained in a component of (M ; T).

(K6) Every non-empty connected subset of a space (M ; T) which is both open and
closed is a component of the space.

Proof : Properties of components

(K1) The closure H(A) of a component A of (M ;T) contains the component A and
is connected by virtue of property (E9). By the definit ion of a component,
however, there is no connected subset of M which conta ins A as a proper
subset. Hence A = H(A), and the component A is closed .
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(K2) Let {A i} be the family of all connected subsets Ai (;; M which contain a point
x of the topological space (M ; T) . Then the union u Ai of these sets is
connected by virtue of (E7). Every connected set B which contains u Ai also
contains the point x. But every connected set which contains the point x is by
hypothesis a subset of u Aj • Hence B c u Aj and u Ai c B, and therefore
B = u Ai' Since there is thus no connected subset B of M which contains u Ai
as a proper subset, u Aj is a component of (M; T).

(K3) Let {C, } be the set of the components of a space (M ; T) which may be formed
with all points of M by (K2) . Then the underlying set M = u Cj is the union of
these components. Hence the components form a partition of M if they are
disjoint. Assume that the components Cj and Cm are not disjoint. Then they
have a common point a in Cin Cm. Let the component formed with the point
a be Ca ' Each of the connected sets Ci and Cm contains the point a and is
therefore a subset of Ca ' However, the sets C j and Cm cannot be proper
subsets of Ca since they are components. It follows that Ca = Ci = Cm'
Contrary to the assumption, the components are therefore disjoint.

(K4) Let the components of the space (M ; T) be C1' .. . , Cm. By (K1), each of the
components is a closed set. By (K3) , the underlying set M is the union u Cj

of the disjoint components. The complement of an arbitrary component Ck
is therefore the union of all components except for Ck :

c, = U c,
i .. k

"!:.he union of a finite number of closed sets is a closed set. The complement
Ck is therefore a closed set; hence the component Ck is open. By (K1), Ck
is also closed. Since Ck is an arbitrary component, each of the components

C1' ... , Cmis both open and closed.

(K5) Let a set A (;; M in a topological space (M ; T) be connected. An arbitrary point
x E A is contained in exactly one component C j of the space, since by (K3)
the components form a partition of the space. The sets A and C j have the
point x in common. By (K2), the set A is a subset of the component C j •

(K6) Let a subset A of a topological space (M ; T) be non-empty, connected and
both open and closed. By (K5), the connected set A is entirely contained in
a component C of the space. The component C is connected. By hypothesis
the set A is both open and closed. By (Z3) it follows that A = C; hence A is
a component of the space.

Totally disconnected space : A topological space (M ;T) is said to be totally
disconnected if for every two points x,y E M with x;c y there is a disconnection

T1 &T2 of M such that x E T1 and y E T2 . The components of a totally disconnected
space are the one-point subsets of M.
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Proof : Components of a totally disconnected space

Let two points x ~ y be contained in the same component C of a topological space
(M ; T). Since the space M is by hypothesis totally disconnected, there is a discon­
nect ion T1 &T2 of M such that x E T1 and y E T2 . Hence the sets C n T1 and C n T2
are non-empty. The disconnection T1 &T2 of M is also a disconnection of C :

(M nT1) u (M nT2 ) = M ~ C n((M nT1) u (M nT2 )) = CnM

~ (C nT1) u (C nT2 ) = C

(M n T1) n (M n T2 ) = 0 ~ C n((M nT1) n (M nT2 )) = C n 0

~ (C nT1) n (C nT2) = 0

By (Z2), however, there exists no disconnection for the connected component C.
Contrary to the assumption, the component C therefore contains exactly one point.

Locally connected space : A topological space (M ; T) is said to be connected
at a point x of the space if every neighborhood of x contains a connected open
set. The topological space (M ;T) is said to be locally connected if M is connected
at every point x E M. Every component of a locally connected space is open .

Proof : Open components of a locally connected space

By the def init ion of local connectedness, an arbitrary point x in a component C of
a locally connected space (M ; T) belongs to at least one connected open set Tx
of the space. Since the connected sets C and Tx have the point x in common, it
follows from (K5) that x E T, k C. For every point x E C there is a connected open
neighborhood Tx. The union u T, of these sets yields the component C. Since C
is a union of open sets , C is itself open.

C = U (Tx I XEC)
x

Path : Let 1= [0, 1] be the closed unit interval in IR , and let a, b be points of a topo­
logical space (M ; T). A continuous mapping f: 1--+ M with f(O) = a and f(1) = b is
called a path from a to b in M. The points a and b are said to be connectable in M.

f : I --+M with f(O) = a /\ f(1) = b

a origin of the path
b endpoint of the path

Connectability of points : Two points a and b in a subset A of a topological
space (M ; T) are said to be connectable in A if there is a path f from a to b whose
image is entirely contained in A.

f: 1--+ M with f(O) = a /\ f(1) = b /\ f(l) k A
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The connectability relation is an equivalence relation :

(1) The relation is reflex ive. Every point a is connectable to itself via the constant
path f : 1 --+ M with f(x) = a.

(2) The relation is symmetric. If a is connectable to b via the path f, then b is
connectable to a via the path 9 : 1 --+ M with 9 (x) = f(1- x).

(3) The relation is transitive. If a is connectable to b via f and b is connectable
to c via g , then a is connectable to c via the following path:

h(x) = { f(2x)
g(2x-1)

o $ X < 1/2
1/2 $ x $ 1

Path component : The equivalence classes with respect to the connectability
relation are called the path components of the topological space (M ; T). According
to Sect ion 2.4, the path components form a partition of the underlying set M.

Path-connected set : A subset A of a topological space is said to be path­
connected if every pair of points a,b E A is connectable in A.

1\ 1\ V (f(O) = a 11 f (1) = b 11 f( l) c A)
aE A bEA f :I~M

Every path-connected set is connected. Hence path-connected sets possess the
properties of connected sets . There are, however, connected sets which are not
path-connected.

Proof: Every path-connected set is connected

If the set A is empty, then it is connected. If A is non-empty and path-connected,
then there is a point a in A which is connectable in A with every point xm of A.

(1) The unit interval 1is connected. Since the mapping fm: 1--+ A with fm(O) = a
and fm(1) = xm is continuous, it follows from (E5) that the image fm(I) is
connected.

(2) Since the images fm(I) for different points Xm have the point a in common,
their union is connected by virtue of (E7).

(3) Since every point Xmof A is the endpoint of a path fm in A , the union of the
images fm(I) is A.
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Example 1 : Components of a set

Let (M ; T) be a space with the underlying set M = {a , b, c, d, e} and the topology
T = {0, {b} , {c ,d}, {b ,c,d}, {a ,c,d,e}, M}.

(1) M is the union of the disjoint open sets {b} and {a , c, d, e}. Hence M is discon­
nected.

(2) The open set {b ,c,d} is the union of the disjoint open sets {b} and {c,d}.
Hence {b , c, d} is disconnected.

(3) Each of the sets 0,{b} , {c, d} , and {a, c, d, e} is connected, since they are the
only sets which are both open and closed sets in their respective subspaces :

underlying set
underlying set

underlying set
underlying set

°{b}
{c, d}
{a,c,d,e}

topology
topology
topology
topology

{0}
{0, {bn
{0, {c, dn
{0, {c, d}, {a, c, d, en

The set {c, d}, however, is not a component of the space, since it is contained
in the connected set {a, c, d, e}.

(4) The sets {b} and {a , c, d, e} are the components of the space (M ; T).

(5) The components {b} and {a , c. d, e} form a partition of M.

Example 2 : Totally disconnected space

The set Q of the rational numbers equipped with the relative topology of the natural
topology on R 1 is a totally disconnected space. For two arbitrary numbers a,b E Q
with a < b there is an irrational number x with a < x < b. The open sets T1 : = {p E Q

I p < x} and T2 := {p E Q I p > x} with a E T1 and b e T2 form a disconnection

T1 &T2 of Q . Hence the space Ii) is totally disconnected.

Example 3 : Locally connected space

Let (M ;T) be a discrete space. Then every one-element set {x} is open and con­
nected. Thus every neighborhood of the point x contains the connected open set
{x}, and hence the discrete space (M ; T) is locally connected. For every two points
x ~ yin M there is a disconnection {x} & {y} . Hence the space (M; T) is totally dis­
connected. Thus the totally disconnected discrete space is locally connected!
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Example 4 : Definition of a path f : I ~ [R2

y

217

4

3

2

o

A

2 3 4 5

E ~f

6 x

The illustrated path in the euclidean plane [R2 is the following mapping of the
closed unit interval I :

with f(a) = (x,y) = (4a+1,3a2 -a +1)

origin of the path f
endpoint of the path f

Example 5 : Path-connected sets

Q
The two illustrated sets are path-connected in the euclidean plane [R2. Every point
x in A is connectable with the fixed point a in A. Every point y in B is connectable
with the fixed point b in B.
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Example 6 A connected set which is not path-connected

y 1.0

0.8

0.6
A

0.4

0.2

B
U 0 0.5 1.0

x

A {(X,y)E IR 2 0 :5 X :5 1 /\ Y = ~ /\ n E N' }

B {(X,0)EIR 2 0.5:5 X:5 1}

Let A be the set of points on the segments joining the origin U of the plane IR 2 with
the points (1, ~ ). Let B be the closed interval [0.5, 1.0] on the x-axis . The set A is
path-connected, since two arbitrary points X,YEA can be connected by a path in
A along the segments XU and UY. The set B is path-connected. The set A u B is
connected, since every (x, 0) E B is an accumu lation point of A. However, the set
A u B is not path-connected. There is no path with origin in A and endpoint in B
whose image lies entire ly in A u B.
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Introduction : The definition of a topological space (M ;T) in Section 5.2 contains
only a few general conditions for the open sets Tj of the topology T.Often the points
and the open sets of a topological space satisfy additional condit ions. These condi­
tions are defined as separat ion axioms. The separation axiom determines the type
of the topological space and some of its propert ies. In particular, the convergence
of nets and sequences (see Sect ion 5.10) in a topological space depends on the
separat ion axiom which holds in the space. The separation axioms and the spaces
associated with them are defined in the following .

Separation axioms : A relationship between the points Xi ' the subsets Ai and
the open sets Ti of a topological space (M ; T) is called a separation axiom. The
following separation axioms are cons idered :

.-- -- ..... <,

'" -, .--- ..... .--- .....
/ t), /0'"'-- <, / \ /-- <,

/ Xl \ f Xl \ / Xl \ I \ I \
\ • I l • I \ • I \ A I \ Al I

/ / \ / \ /..... - '" \ / ..... - ,/ " /
// ........ __ / ...... _- .--.---- ..... ...... ,/

"'..... - .--- .....
I --- -- ...... -- ...... /0X2

/ X2
\ ;'" X2 '" XI \ I I \• \ • 1 \ . 1 \ • I \ A2 ,

/ / \ /\ / ..... - ,/ .....- ,/
// ..... _- .--

,/
<, ..... _- .--

To T 1 T2 T3 T4

(To) A topological space is called a To-space if for any two points Xl ;c x2 of the
space there is an open set which contains one of the two points but not the
other.

(T1 ) A topological space is called a T1-space if for any two points x1 ;c x2 of the
space there is an open set which conta ins x1but not x2 and an open set which
contains x2 but not x1.

(T2) A topolog ical space is called a T2-space (Hausdorff space) if for any two
points x1 ;c x2 of the space there are disjoint open sets S1and S2 such that
x1E S1 and X2E S2'

(T3 ) A T1-space is called a T3-space (regular T1-space) if for every point x and
every closed set A with x ~ A there are disjoint open sets S1 and S2such that
XE S1 and A!::S2'

(T4 ) A T1-space is called a T4 -space (normal T1-space) if for any two disjoint
closed sets A1 and A2 there are disjoint open sets S1 and S2 such that
A1!::S1 and A2!::S2'
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The separation axioms for the space types To to T4 are designed such that the
separation axiom for the space type Tj implies the separation axiom for the preced­
ing space type Tj _ 1 . Hence a space of type Tj has all properties of spaces of type
Tj _ 1 . The essential properties of the space types are treated in the following.

To·space : A To-space has the following properties :

(B1) Every subspace of a To·space is a To·space .

(B2) Every product space of two To·spaces is a To-space.

Proof 81 : Every subspace of a To·space is a To-space.

Let (M ; 8) be a To·space, and let (N; V) be a subspace with Nk;M and the relative
topology V. For arbitrary points Xl ~ x2 of N there is an open set 8 1 in the space
(M; 8) which contains Xl but not x2 . Thus there is an open set V1 = Nn 8 1 in the
subspace (N ; V) which contains Xl but not x2. Hence (N ; V) is a To·space .

Proof 82 : Every product space of two To-spaces is a To·space .

Let (M; 8) and (N; V) be To-spaces. Let their product space be (W; P) with the un­
derlying set W = M x N and the product topology P. For two arbitrary points Xl ~ x2
in M there is an open set 8 1 in the space (M; 8) which contains Xl but not x2. For
two arbitrary points y1 ~ Y2 in N there is an open set V1 in the space (N ; V) which
contains Yl but not Y2' By the construction of the product space, (W; P) therefore
contains the open set P1 = 8 1 x V1, which contains the point (X1'Yl) but not the
point (x 2, Y2)' Hence (W ; P) is a To-space.

T1·space : A T1-space has the following properties:

(E1) Every T1-space is a To·space.

(E2) A topological space is a T1-space if and only if every one-element set in the
space is closed.

(E3) Every subspace of a T1-space is a T1-space.

(E4) Every product space of two T1-spaces is a T1-space.

Proof E1 : Every T1-space is a To-space.

Let (M ; 8) be a T1-space. Then for two arbitrary points Xl ~ x2 there is an open
set T1 in the space (M; 8) which contains Xl but not x2 . Hence (M; 8) is a
To·space.
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Proof E2 : One-element sets in T1-spaces

(1) Let (M ;T) be a T1-space. For a fixed point x and an arbitrary point y ~ x of
the underlying set M there is by definition an open set 8 y which contains y
but not x. The complement of the one-element set {x} is therefore the union
u 8 y of these open sets, and hence itself an open set. 8ince the complement
M-{x} = u 8 y is open, every one-element set {x} in a T1-space is closed .

(2) Let a one-element set {x} in a topological space (M ;T) be closed. Then the
complement M-{x} is open. The open set M -{x} contains every point y ~ x
in M. This result holds for every choice of the point x E M. Hence (M ;T) is a
T1-space.

Proof E3 : Every subspace of a T1 -space is a T1-space.

Let (M ; 8) be a T1-space, and let (N; V) be a subspace with N\: M and the relative
topology V. For every point x E N, {x} is a closed set in M by (E2). By property (U5)
of subspaces, {x} is also a closed set in N. It follows from (E2) that (N ; V) is a
T1-space.

Proof E4 : Every product space of two T1-spaces is a T1-space.

Let (M; 8) and (N ; V) be T1-spaces. Let their product space be (W; P) with
W = M x N and the product topology P. For points x1 ~ x2 in M there are open sets
8 1,82 E8 in the T1-space (M; 8) with x1 E 8 1 and x2 E 8 2 but x1 $. 8 2 and x2 $. 8 1.

Likewise, for points y1 ~ Y2 in N there are open sets Vl' V2 E V such that y1 E V1

and Y2 E V2 but Y1 $. V2 and Y2 $. V1· Forthe points (x 1' Y1) ~ (X2'Y2) in W this yields
the open sets P1 = 8 1 xV1 and P2 = 8 2 xV2 with (x 1' Y1) E P1 and (X2'Y2) E P2 but
(x 1' Y1) $. P2 and (x2, Y2) $. P1· Hence (W; P) is a T1-space.

Hausdorff space : A Hausdorff space is defined such that every limit in the space
is unique (see Section 5.10). Hausdorff spaces have the following properties:

(H1) Every Hausdorff space (T2-space) is a T1-space.

(H2) A topological space (M ; 8) is a Hausdorff space if and only if the diagonal
0 := {(x ,x) I x EM} is a closed set in the product space M x M.

(H3) Every subspace of a T2-space is a T2-space.

(H4) Every product space of two T2-spaces is a T2-space.

Proof H1 : Every Hausdorff space is a T1-space.

For two arbitrary points x1 ~ x2 of a Hausdorff space there are open sets 8 1 and
8 2 with x1 E 8 1 /\ x2 E 8 2 /\ 8 1n 8 2 = 0.8ince the open set 8 1 contains the point
x1 but not x2 and the open set 8 2 contains the point x2 but not x1' the Hausdorff
space is a T1-space.
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Proof H2 : Closed diagonal in the product space of a Hausdorff space

x,

I
MXM
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I
I
I
I
I
I
I

S, I
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I S, x S2
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X
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__'-. I

~_I_ J
I
I
I
I
I
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(1) Let the diagonal D:= {(x ,x) Ix EM} be closed. Then every point (x 1,x2) in

M x M with x1~ x21ies in the open set M x M - D. The products 8 k x 8m of all
open sets 8 j of M form a basis of the product topology on M x M ; hence in
particular there is such a basis element with (x, ,x2)E 8 1x 8 2 c M x M - D.
This implies x1E 8 1 and x2E 8 2, 8ince 8 1x 8 2 contains no point of D, 8 1
contains no point of 8 2, so that 8 1n 8 2 = 0. Hence the space is Hausdorff.

(2) Let the space (M ; T) be Hausdorff. By the definition of a Hausdorff space, for
arbitrary points X1,X2E M with x1~ x2 there are open sets 8 1 and 8 2 with
x1E 8 1, x2E 8 2 and 8 1n 8 2 = 0. For an arbitrary point (x 1,x2)E M x M - D
there is therefore an open set 8 1x 8 2 of the product topology with
(X1,X2) E 8 1 x 8 2 and 8 1x 8 2l;;; M x M - D. Thus every point of M x M - Dis
an inner point, so that the complement M x M - D of D is open. Hence the
diagonal D is closed.

Proof H3 : Every subspace of a T2-space is a T2-space.
Let (M ; 8) be a T2-space, and let (N; V) be a subspace with N l;;; M and the relative
topology V. For points x1~ x2 in N there are disjoint open sets 8 1,82E 8 in the T2­
space (M ; 8) with x1E 8 1 and x2E 8 2, The sets V1= Nn 8 1 and V2 = Nn 8 2 are
open sets of the subspace N. Hence:

X1E 8 1 /\ X1E N = x1 E Nn81 = V1
x2E 8 2 /\ x2E N = x2 E Nn 8 2 = V2
8 1n82 = 0 = V1nV2 = Nn(81n82) = 0

From x1E V l' x2E V2 and V1n V2 = 0 it follows that (N ; V) is a T2-space.

Proof H4 : Every product space of two T2-spaces is a T2-space.
Let (M; 8) and (N; V) be T2-spaces. Let their product space be (W ; P) with
W = M x N and the product topology P. For points x1~ x2 in M there are disjo int
open sets 8 1,82E 8 in the T2-space (M ; 8) with x1E 8 1and x2E 8 2, Likewise, for

points y1~ Y2 in N there are disjoint open sets V l ' V2E V such that y1E V1 and
Y2 E V2· For the points (x 1'Y1) ~ (X2' Y2) in W, this yields the disjoint open sets

P1=81 xV1 and P2=82 xV2with(x1'Y1)EP1and(x2'Y2)EP2but(x1'Y1) t;t::P2
and (x 2,Y2) t;t:: Pl ' Hence (W; P) is a T2-space.
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Regular space : A topological space (M ; T) is said to be regular if for every point
x E M and every closed set A e M with x $.A there are disjoint open sets S1 and S2
such that x E Sl and A ~ S2. A regular space is not necessarily a Tl-space. For
example, the set M = {a,b,c} with the topology {0 , {a}, {b,c}, M} is a regular space.
However, this regular space is not a Tl-space since , for instance, the one-element
set {c} is not closed.

A regular Tl-space is called a T3-space and has the following properties:

(R1) Every T3-space is a Hausdorff space.

(R2) A Tl-space is regular if and only if the closed neighborhoods of every point
form a neighborhood basis for that point.

(R3) Every subspace of a T3-space is a T3-space.

(R4) Every product space of two T3-spaces is a T3-space.

Proof R1 : Every T3-space is a Hausdorff space.

Let (M ; S) be a T3-space. Since the Tl-axiom holds in the T3-space, for arbitrary
different points Xl,X2E M there is a closed set {Xl} which does not contain x2. Since
the T3-space is regular, there are disjoint open sets Sl and S2 with {x.} ~ Sl and
x2E S2. Thus the points xl ~ x2lie in disjoint open sets. Hence the T3-space is a
Hausdorff space.

Proof R2 : A Tl-space is a T3-space if and only if the closed neighborhoods of
every point form a neighborhood basis for that point.

(1) Let the space (M ; S) be a T3-space. Since the Tl -axiom holds in the
T3-space, for every point x E M there is an open neighborhood U of x. The
complement A = M - U is a closed set. Since the T3-space is regular, there
are open sets Sl and S2 with x E s. , A e S2 and Sl n S2 = 0. The comple­
ment M - S2 of the open set S2 is closed. Every neighborhood of x contains
an open set U. Since M - S2 e M - A = U, every neighborhood of x also con­
tains a closed neighborhood M - S2 of x. Hence the closed neighborhoods
form a neighborhood basis for x.

(2) Let a neighborhood basis of closed sets be given for every point x in a topo­
logical space (M ; T). Let an arbitrary point x E M not be contained in an arbi­
trary closed set A eM, that is x E M - A. Since the set M - A is open, by hy­
pothesis the point x has a closed neighborhood U e M - A which by definition
contains an open set Sl with x E Sl and Sl e U. The open set S2 = M - U
contains A and is disjoint from U, and thus also disjoint from Sl. From x E Sl'
A ~ S2 and Sl n S2 = 0, it follows that the space is a T3-space.

Proof R3 : Every subspace of a T3-space is a T3-space.

Let (M ; S) be a T3-space, and let (N; V) be a subspace with N ~ M and the relative
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topology V. Since M is a T1-space, it follows from (E3) that N is also a T1-space.
By (R2), every point x E N has a closed neighborhood basis in M. By definition, a
closed neighborhood U of x contains an open set S1 in (M; S) with x E S1' By
property (U5) in Section 5.7.2, the intersection NnU is closed. The intersection
V1= Nn S1 is by definition an open set of the subspace (N; V). The closed neigh­
borhood Nn U of x therefore contains the open set V1 in N with x E V t: Hence the
intersections of the elements of the neighborhood basis of x with N again form a
closed neighborhood basis of x. It follows from (R2) that the space N is regular.
Since N is a regular T1-space, N is a T3-space.

Proof R4 : Every product space of two T3-spaces is a T3-space.

Let (M ; S) and (N ; V) be T3-spaces. Let their product space be (W; P) with
W = M x N and the product topology P. For a point x and a closed set A there are
disjoint open sets S1 ,S2 ES in the T3-space M such that XE S1 and A<:S2 ' like­
wise, for a point y and a closed set B there are disjoint open sets V l ' V2E V in the
T3-space N such that y E V1 and B <: V2' Hence for the point (x,y) and the closed
set A x B the product space W possesses the disjoint open sets P1 = S1 x V1 and
P2 = S2 x V2 with (x,y) E P1 and A x B <: P2'

Let Q be an arbitrary closed set in the product space W which does not contain the
point (x,y). Then the complement Q is an open set which contains (x,y) and is a
union of basis elements Bj of the product topology P. At least one basis element
Bk := C x 0 contains (x,y).

Q<:M xN-C xD

The sets Cx Nand M x Bare cartesian products of closed sets which do not con­
tain (x,y). Thus by the above there are disjoint open sets Te, Se with (x,y) E Te
and Cx N <:Se as well as disjoint open sets To ' So with (x,y) E To and M x 5c So '
The set Te n To is open and contains (x,y). The set Se n So is open and disjoint
from Tc n To' It contains Q. Hence (W; P) is a T3-space.

Q c Se U So = (M x N - C x N) u (M x N - M x D) = M x N - C x 0

Normal space : A topological space is said to be normal if for every two disjoint
closed sets A1and A2there are disjoint open sets S1 and S2such that A1<: S1 and
A2<: S2' A normal space is not necessarily a T1-space. For example , the set
M = {a,b,c} with the topology S = {0, {a}, {b}, {a.b}, M} is a normal space, but by
(E2) it is not a T1-space, since the one-element set {a} is not closed:

closed sets 0, {c}, {a,c}, (b,c}, {a,b,c}
disjoint closed sets A1= 0 and A2E {{c}, {a,c}, {b,c}, {a.b.cl]
open sets 0, {a}, {b}, {a.b}, {a.b,c}
normality of (M; S) A1<: 0 and A2<: {a.b,c}

The normal space shown in the example is also not regular. The only open super­
set of the closed set {c} is {a,b,c}; the point a, which is not contained in {c}, does
not have an open neighborhood disjoint from {a,b,c}.
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A normal T1-space is called a T4-space and has the following properties :

(N1) Every T4-space is a T3-space.

(N2) Every metric space is a T4 -space.

(N3) Subspaces of metric spaces are normal.

(N4) Product spaces of metric spaces are normal.

Proof N1 : Every T4-space is a T3-space.

In a T4-space, let A be a closed set and let x be a point not contained in A. Since
the T1-axiom holds in the T4 -space, there is a closed set {x} disjoint from A. Since
the T4-space is normal, there are disjoint open sets Sl and S2 with {x}\:Sl ' that
is x E Sl ' and A c S2' Hence the T4 -space is regular. Thus the T4 -space is a regular
T1-space , and hence a T3-space.

Proof N2 : Every metric space is a T4-space.

Let a metric space (M; d) be given. Let A and B be disjoint closed sets in M. First
it is proved that for a fixed point x E A there is a distance ax > 0 such that
d(x, y) > axfor all y E B. Assume this assertion to be false. Then every a-ball around
x contains a point of B. Hence x is a point in the closure of B, and therefore a point
in the closed set B. The result x E B contradicts the hypothesis An B = 0. Hence
the assertion is true.

The open set D(x,0.5 ax) does not intersect B. Thus the union R = U D(x,0.5 ax)
is an open set which contains A and does not intersect B. Analog'8Mly, an open
set S is constructed which contains B and does not intersect A. Assume that the
sets Rand S are not disjoint. Then there are points x E A and y E B such that
D(x, 0.5 ax) n D(y, 0.5 ay) ;c 0, that is 0.5(ax + ay ) > d(x,y). Without loss of gen­
erality, assume ax ~ ay , so that ax ~ 0.5(ax + ay ) > d(x,y). The contradiction
with d(x, y) > ax shows that contrary to the assumption the open sets Rand S are
disjoint. From A c R, Be Sand R n S ;c 0, it follows that the metric space (M ; d) is
a T4-space.

Proof N3 : Subspaces of metric spaces are normal.

Let (M ;d) be a metric space, and let (N ;d) be a subspace with N c M. Then N is
also metric, and thus normal by (N2).

Proof N4 : Product spaces of metric spaces are normal.

Let (M ; d) and (N ; s) be metric spaces . Let their product space be (W; t) with
W = M x N. For points xjEM, YjE N and (Xi' Yj)EW, let

t2 ((Xl ' y1)' (x2' Y2)) = d2(x
1, x2) + s2(h Y2)

Since d and s are metrics , the positive square root t also has the properties of a
metric. The a-balls of the metric t form the basis of a metric topology. Since the
conditions for the equivalence of bases derived in Section 5.3 are satisfied, the to­
pology induced by t coincides with the product topology of the space W. Hence the
space (W; t) is metric, a product space and by (N2) normal.
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Hierarchy of the separation properties: The properties of the space types To
to T4 show that every Tj-space has the separation properties of the preceding
space type Tj -1' and hence the properties of all preceding space types. In particu­
lar, metric spaces have all properties of the space types Toto T4 , since every met­
ric space is a T4-space and hence also a T3 - ,T2-,T1- and To-space.

Subspaces and product spaces of a space of type Toto T3 are of the same type.
Subspaces and product spaces of a T4-space may be normal. For example, the
subspaces and product spaces of metric spaces are normal.

Example 1 : To-space

Let (M ;T) be a topological space with the underlying set M = {a,b} and the topol­
ogy T = {0, {a}, M}. The open set {a} satisfies the To-axiom, since it contains the
point a but not b. The T1-axiom is not satisfied, since there is no open neighbor­
hood of b which does not contain a.

Example 2 : A finite topological space is a T1-space if and only if it is discrete.

(1) In a finite T1-space (M ; S), let a be an arbitrary fixed point. By the T1-axiom,
for every point x ~ a in M there is an open neighborhood of a which does not
contain x. The finite intersection of these open sets is the open set {a}, which
by construction contains only the point a. Since the point a is arbitrary, the
space (M ; S) is discrete.

(2) Let the space (M ; S) be discrete. Then arbitrary points a ~ x in M have the
disjoint open neighborhoods {a} and {x}. Hence every discrete space is a
T1-space.

Example 3 : Every discrete space is a T4-space

In Section 5.3, it is shown that every subset of a discrete topological space (M ;T)
is both open and closed. Let the subsets A and B be disjoint and closed. Then A
and B are also disjoint open sets with A ~ A and B~ B. Hence M is a T4-space.

Example 4 : T1-space with finite-complement topology

Let (N ; S) be a topological space. The underlying set N contains the natural
numbers {1,2,...}. The topology S contains 0, N and every open set Sj for which
N - Sj is finite. For example, Sj = {10, 11 , 12,...} is an element of the topology.This
topology is called the finite-complement topology.

If a ~ b are arbitrary points of N, then the open set Sl = N - {b} contains the point
a but not b. Likewise, the open set S2= N - {a} contains the point b but not a.
Hence (N ; S) is a T1-space.

Any two non-empty open sets Sj and Sm in S contain an infinite number of common
points. Therefore the points a and b cannot possess disjoint open neighborhoods.
Hence (N ; S) is not a T2-space.
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Introduction : An iterative mathematical procedure is said to be convergent if it
identifies a point of a topological space (M ; T). Convergence has inspired thought
since antiquity : "Does an arrow ever reach its goal by repeatedly covering half of
the remaining distance?" Today, a carefully defined concept of convergence is the
basis for iterative approximation methods and search methods in structured sets.

There are iterative methods whose result depends on the order of the steps , and
methods whose steps may be executed in an arbitrary order. An iterative method
is said to be directed if the order of the steps is determined by a mapping f : G --+ M
from a directed set G. An iterative method is said to be undirected if convergence
is studied with a filter (a subset of the power set P(M)) , whose elements may be
cons idered in an arbitrary order.

Directed iterative methods are particularly suitable for metric spaces. The metric
of the space serves to quant ify convergence. If the well-ordered set N of the natural
numbers is used as a directed set , then the mapping f: N --+ M is called a sequence.
If G is a general directed set , then the mapping f : G --+ M is called a net.

Undirected iterative methods are more general than directed methods, since no
order structure is required in the filter F e P(M) . For convergence to a limit x E M,
it suffices that every neighborhood of x includes an element of the filter F. The order
in which the neighborhoods of x and the elements of F are considered is irrelevant.

The concepts of sequence, net and filter and the related concepts of subsequence,
series, subnet and filter basis are treated in this section. In particular, the conver­
gence of iterative methods and the uniqueness of limits are studied. The unique­
ness of limits is seen to depend critically on the separation properties of the space.

Sequence : A mapping f from the natural numbers N to the points of a topological
space (M ; T) is called a sequence in M. The images xn of the mapping are called
the terms of the sequence.

f : N --+ M with f(n) = xn

The image of a sequence is not the same as the sequence. For example, the
sequence < a, b, a, b,... > has the image {a, b}. While a sequence is by definition
infinite, in this example the image is finite.

A sequence is said to be constant if its terms are all equal and the image {c} there­
fore cons ists of a single point. The sequence is said to be real if the underlying set
M is real. The mapping f is called a sequence of functions if M is a set of functions.
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Limit : A point x of a metric space (M ; d) is called the limit of a sequence f : I\J --+ M
if for every positive real number £ there is a natural number no such that for n ~ no
the distance d(x,xn) is less than £ . The limit of a sequence is designated by lim.
The limit is a point of the underlying set M, but it is not required to be a term of the
sequence f.

lim xn = x :=
n- oo

This definition of the limit is alternatively formulated as follows:

(1) For all £ > 0, d(x, xn) < £ for almost all terms.

(2) For all £ > 0, d(x,xn) ~ e for at most a finite number of terms.

Convergence in metric spaces : A sequence f : I\J --+ M in a metric space (M ; d)
is said to converge (be convergent) to a point x in M if x is the limit of the sequence.
A sequence in a metric space has at most one limit. The sequence is said to be
divergent if it does not have a limit.

Proof : A sequence in a metric space has at most one limit.

In a metric space (M; d), let f : I\J --+ M with f(n) = xn be a sequence with two
different limits a and b. By property (M2) of a metric d(a, b) = b > O. For every real
number £ > 0 there are natural numbers na and nb for which:

d(a, xi) < e for i ~ na

d(b, xm) < e for m ~ nb

With no = max (n a •nb) , it follows that for all n ~ no :

d(a, xn) < e and d(b, xn) < £

Property (M4) of a metric implies:

d(a, b) :5 d(a, xn) + d(b, xn) < 2£ for all n ~ no

The choice £ = ~ leads to the contradiction d(a, b) < 2£ =b. Hence the limits a and
b are equal. The sequence therefore has at most one limit.

Component sequence : Let a sequence f: I\J --+ Rm with f(n) = xn be given.
Let the k-th coordinate of the vector xn be xnk. Then the sequence fk : F~ --+ R
with fk(n) = xnk is called the k-th component sequence of f. The following
relationship holds between a sequence f and its component sequences fk :

(K1) A sequence f: I\J --+ Rm in the euclidean space (Rm ; d) converges if and only
if its component sequences in the space (R ; d) converge. The components
of the limit of the sequence are the limits of the component sequences.
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Proof K1 : Convergence of sequences and component sequences

(1) Let the sequence f converge to the point a E R"'. Then for every £ > 0 there
is an noE I\J such that for all n ~ no one has IXn - a I < e. For the euclidean
metric this implies IXnk - ak I < e. Hence fk converges to ak ·

(2) Let the component sequence fk converge to the limit ak E R for k = 1,...,m.
Then for every £> 0 there is an noE I\J such that for all n ~ no one has
IXnk - ak I < lrn· For the euclidean metric it follows that

Ixn - a l :5 I (xnk-ak )2 < j~2 * m = £
k=1

Hence f converges to a.

Fundamental sequence : To prove the convergence of a sequence using the
concepts defined up to now, the limit must be known beforehand. If the limit is not
known, one can determine whether the sequence is a fundamental sequence
(Cauchy sequence).

Asequence f : I\J ~ M in a metric space (M ; d) is said to be fundamental if for every
positive real number £ there is a natural number no such that d(x i,xm) < e for all

l.rn e no'

f is fundamental := 1\ V (i, m ~ no = d(x j,xm) < e)
e> O noE N

Properties of fundamental sequences

(F1) In a metric space every convergent sequence is fundamental. Hence it is a
necessary condition for the convergence of a sequence in a metric space that
the sequence is fundamental.

(F2) In a metric space there are sequences which are not fundamental.

(F3) In the one-dimensional real space (R ; d) a sequence is convergent if and
only if it is fundamental.

(F4) In the euclidean space (Rn ; d) a sequence is fundamental if and only if its
component sequences are fundamental.

(F5) In the euclidean space (Rn ; d) a sequence is convergent if and only if it is
fundamental.

Proof : Properties of fundamental sequences

(F1) If f : I\J ~ M converges to the limit x in a metric space (M ; d), then for every
positive real number s there is a natural number no such that d(x, Xi) < 0.5£
for all i ~ no' and by property (M4) of metrics d(xi' Xm) :5 d(Xi ' X) +d(x, Xm) < £
for all i,m ~ no' Hence the convergent sequence f is fundamental.
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(F2) In the space (R ; d) with euclidean metric d, let the harmonic sequence
f : N ~ R be defined as follows :

n
xn = f(n) = I 1

k=1 k

This sequence is not fundamental. With the choices £ = 0.5, n = no and
m = 2n for an arbitrary natural number no' the distance between the terms
xn and xm of the sequence is :

d(xm, xn) = I -k1 = (-L1 + .., + 21 ) > n ( -21 ) = £
k=n+1 n+ n n

The sequence is not fundamental, since d(xm, xn ) > e.

(F3) It follows immediately from (F1) that every convergent sequence in (R ; d)
is fundamental. Conversely, let a fundamental sequence f : N ~ R with
f(n) = xn be given. A subset A of the rational numbers Q is constructed:

A := { q E Q I V V 1\ (x, ~ q + 6) }
/»0 noE N n ;,:no

The subset A has the properties of an open initial :

(1) For q.r s u, if r c q then qEA =* rEA.

(2) The set A has no greatest element, since q E A implies (q + ~) E A :

1\ (x, ~ q + 6) =* 1\ (x, ~ (q + -26) + -26)
n ;,:no n ;,:no

An open initial in the rational numbers is a real number (see Chapter 6).
To emphasize this aspect of A, the designation A is replaced by a. In the
following the real number a is shown to be the limit of the sequence
f : N ~ R : For all £ > 0 one has d(a, xn) ~ £ for at most a finite number
of terms.

The proof is carried out indirectly. Let there be an £ > 0 such that d(a, xn) ~ £

for an infinite number of terms. Then at least one of the follow ing must be the
case:

(1) xn ~ a - £ for an infinite number of terms

This case cannot occur. Since every rational number q in the range
a - £ < q < a is contained in A, there is a 6> 0 and an noEN such that
xn ~ q + 6 for n ~ no' Hence xn ~ a - £ can hold for at most a finite num­
ber of terms.

(2) xn ~ a + £ for an infinite number of terms

This case cannot occur either. Since f is fundamental:
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Since xn :::: a + £ for an infinite number of terms, there is an n1 :::: nowith
xn1:::: a + s. From n1 :::: no' it follows that all points xkwith k z n1 lie in
he i I £ e S· £ ( ) £ £t e mterva xn, - 2 < xk< xn, + 2· moe xn, - 2:::: a + £ - 2 = a + 2'

this implies xk> a + ~ for k z n1.

For every rational number in the range a < q < a + ~ it follows that
xk> a + ~ > q +~ for all k:::: n1. Hence q EA, contradicting q > a.

It follows from (1) and (2) that there is no e > asuch that d(a, xn) :::: s for an
infinite number of terms. Thus for every £ > aone has d(a, xn) :::: e for at most
a finite number of terms: The real number a is the limit of the sequence f.

(F4) (1) Let the sequence f : N -- R n be fundamental. Then for every £ > a
there is an noE N such that i, m :::: no implies Ixi - xmI< e. For the k-th
component sequence fk : N -- R with fk(i) = Xik' the properties of the
euclidean metric imply that Ixik - xmkI< £ . Hence fk is fundamental.

(2) Let the component sequence fkbe fundamental for k = 1,...,n. Then for
every e > a there is an nOkE N such that IXik - xmk1<s / fr1 for all
i, m :::: nOk. Then for all i, m :::: no = max nOi ' the euclidean metric yields:

f (xik - amk)2 < j ~2 * n = e
k=1

Hence f: N -- Rn is fundamental.

(F5) This statement is proved using the equivalences (K1), (F3) and (F4) :

The sequence f is fundamental =
Every component sequence fk is fundamental =
Every component sequence fk is convergent =
The sequence f is convergent

Complete space : A metric space (M ; d) is said to be complete if every funda­
mental sequence f : N -- M has a limit x in M. Thus in a complete metric space it
is a sufficient condition for the convergence of a sequence that it is fundamental.

Improper convergence : A real sequence in the euclidean space (R ; d) is said
to be improperly convergent if for every real number a there is a natural number
no such that f(n) = xn > a for all n » no or f(n) = xn < a for all n> no.

lim xn = 00 := 1\ V (n> no => xn > a)
n--+ 00 aE IR noE N

lim x =-00 := 1\ V (n > no => xn < a)n- oo n aE IR noE N
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Monotonic and bounded sequences : Let a total order relation be defined on
the underlying set M of a topological space. Then a sequence f : N~ M is said to
be (strictly) monotonic if for every n E N one of the following relationships holds :

increasing

decreasing

Xn s; Xn + 1

Xn ~ Xn+1

strictly increasing

strictly decreasing

A sequence f : N~ M is said to be bounded from above if there is an upper bound
a E M such that xn s; a for every n E N . The sequence f is said to be bounded from
below if there is a lower bound b E M such that xn ~ b for every n E N. A sequence
is bounded from above/below if and only if its image is bounded from above/below.
A set bounded from above has a least upper bound. A set bounded from below has
a greatest lower bound.

Proof : A set bounded from above has a least upper bound.

Let A be the set of upper bounds of a set Me IR bounded from above . In the
following A is shown to be closed. Therefore the set A is either empty (contrary
to the hypothesis that M is bounded from above), or it contains its lower boundary
point ; this point is the least upper bound of M.

A point y of the complement A is not an upper bound of M. Hence there is a point
x E M with x > Ysuch that ]- 00 , x [ is an open neighborhood of y which is entirely
contained in A. Thus A is open, and hence A is closed .

Monotonic real sequences : The one-dimensional euclidean space (R ; d) is
totally ordered. Hence it is possible to determine whether a given real sequence
f : N ~ IR is monotonic. In a general metric space, a total order relation must be
defined before the monotonicity of a sequence can be studied .

Convergence of monotonic real sequences : Every monotonic real sequence
is either convergent or improperly convergent. If a monotonically increasing real
sequence is bounded from above, then it converges to its least upper bound a. If
a monotonically decreasing real sequence is bounded from below, then it con­
verges to its greatest lower bound b.

increasing with xn s; a : lim xn =a with /\ V (n> no = d(a,xn) < E)
n- oo E> OnoE N

decreasing with xn ~ b : lim xn =b with /\ V (n > no = d(b,x n) < E)
n- oo E> OnoE N
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Proof : Convergence of monotonic real sequences

(1) Let a real sequence <Xl' X2 ,...> be monotonically increasing. If the sequence
is bounded from above, it has a least upper bound a. Hence for every real
number e > 0 there is a natural number no with d(a , xno) < f and xno< a.
Since the sequence increases monotonically and a is the least upper bound,
xno::; xn and d(a, xn) < e for n > no' Hence the sequence converges to the
limit a:

/\ V (n> no = d(a,x n) < f)
£> 0 noE N

(2) Assume that the monotonically increasing real sequence <Xl' X2 ,...> does
not have a least upper bound. Then for every real number a there is a natural
number no such that xno> a. Since the sequence increases monotonically,
n > no implies xno::; xn. The sequence is improperly convergent:

/\ V (n > no = xn > a)
aE R noE N

(3) The proof for monotonically decreasing sequences is analogous.

Nested intervals : The closed intervals In := [an' bnl on the real axis R are said
to be nested if the real sequences f : I\J --+ R with f(n) = an and g: I\J --+ R with
g(n) = bn have the following properties:

Since the euclidean space (R ; d) is complete, the intersection of the nested inter­
vals In contains exactly one point. This point p is the limit of the strictly monotonic
sequences <a l ,a 2 ,...> and <b l ,b2 ,...>. The sequences do not contain the point p.

n In = {p} /\

Proof : Convergence of nested intervals

For i > n it follows by induction that aj < b j < bn. For i < n it follows that aj < an < bn.
Hence the monotonic sequence <a l, a2 ,...> is bounded from above by bn. Let p
be the least upper bound of <a l,a2 ,...>. Then an::; p s bn, so that p is contained

in the interval In, that is p E [an ,bnl.

The point p is contained in the intersection n In of all the nested intervals. If another

point x;cp were contained in nIn, then nc-N (b, - an ~ Ip- x l) would hold,
contradicting lim (b, - an) = O. Hence p is the only point contained in nIp = {pl.
For every real number f there is thus an no E N such that d(p , xn) < f for n > no'
Hence p is the limit of the sequence <a l, a2 ,...>. Then by item (1) of the following
theorems for limits lim(bn - an) = 0 implies that p is also the limit of <b l, b2 ,...>.

Hence both sequences converge to the limit p.
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Theorems for limits : Let the sequences < a1• a2•... > and < b1• b2,.. .> be conver­
gent. Then derived sequences have the follow ing limits :

(1) lim (an ± bn) lim (an) ± lim (bn)
n- oc n- oc n- oo

(2) lim (an' bn) lim (an) lim (bn)n- oo n -e- ec n- oo

(3) r (an) lim (an) / lim (bn) if bn .., 0, lim bn .., 01m -
n- oo bn n- oo n- oo n- oc

(4) lim ( Ianl) I~~ (an)1n- oo

Example 1 : Convergence of a sequence

Let a sequence be defined as follows in the euclidean space (IR ;d) :

x = n+1
n 2n with n EN

In the following the limit of this sequence is shown to be x =~ . The distance d(x,xn)
is estimated :

For arbitrary real E > 0, choose no > t.The preced ing inequality then implies the
convergence of the sequence :

d(x ,xn) < ~ < ~ < E for n 2: no
o

Example 2 : Fundamental sequence

For the sequence in Example 1. the distance d( xm' xn) is estimated with m,n > no
for arbitrary no E N :

d(x x) = Im + 1 _ n + 1 I = In-m I < _1_
m- n 2m 2n 2mn 2no

The sequence is fundamental , since for arbitrary real E > 0 a number no > if may

be chosen. Then

for all rn.n > no
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Example 3 : Monotonic sequence

The sequence in Example 1 is strictly monotonically decreasing:

x - x = n+1 _ n +2 = 1 > 0
n n+1 2n 2n+2 2n(n+1)

235

1
"2

The sequence is bounded from below by xn> lit converges to the greatest lower
bound b =~ .

x = n+1
n 2n

Example 4 : Limits of sequences

r nk
0 for kE NIm -

n-+ oo n!

lim nkxn 0 for kE N and Ixl < 1
n-+ oo

r xn
0 for XE IR1m -

n-+ oo n!

lim ( 1 + ~) n= e = 2 . 7 1 828 1 ...
n-+ oo

Example 5 : Geometric sequences

A sequence f : N~ IR in the euclidean space (IR ;d) is said to be geometric if the
ratio c = xn+1 / xn of consecutive terms of the sequence is constant. If the ratio
c is positive, the sequence is monotonic. If the ratio c is negative, the sequence
is said to alternate.

sequence f : N~ IR is geometric := f(n) = wc n 1\ C,W E R

The convergence of geometric sequences is determined by the ratio c :

c $ - 1 divergent

-1 < c < 1 convergent with limit 0

c = 1 convergent with limit w

c > 1 improperly convergent with limit ± 00

(a) For c $ -1 and c = 1 the statement is self-evident.

(b) To prove convergence for - 1 < c < 1 in the euclidean space (R ; d), let
[c I= -11 with s > 0 and (1 + s)" > 1 -ns, and hence lenI< -1 _1_ . For

+8 +ns
every number E > 0 there is a natural number no > (x, - E ) / ES such that
d(0, x1c") < E for all n > no' Hence the limit is O.

/\ V (n ~ no => d(O, x1cn)< E)
£> 0 noE N
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(c) To prove improper convergence for c > 1, let c = 1 + s with s > 0 and
(1 + s)" > 1 -ns, For Xl > 0 and every real number a 2: Xl there is a natural
number no > (a - x.) / sx, such that Xlc" > a for all n 2: no' Hence the
sequence converges improperly to 00 . For Xl < 0 and every real number
a :5 Xl there is a natural number no such that Xlc'' < a for all n 2: no' Hence
the sequence converges to - 00 •

1\ V (n 2: no = Xlc'' > a)
aE R noE N

1\ V (n 2: no = Xl c'' < a)
aE R noE N

The following diagram shows two monotonic geometric sequences with c = 0.7 but
different terms Xl = - 5.0 and Xl = 5.0, along with an alternating geometric
sequence with c = -0.7 and Xl = 5.0.

R

5.0

-5.0

\
\
\ / \
\ / \ / -,

\ 2 / 3 \ 4 / _ ....(;_~ N
\ / -~v >

if

Xl = 5.0 c = 0.7

Xl = 5.0 c = -0.7

Xl = -5.0 c = 0.7
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Introduction : In a metric space a convergent sequence has exactly one limit.
A divergent sequence does not have a limit. However, in special cases a divergent
sequence may be divided into convergent subsequences. This leads to the con­
cept of accumulation points of sequences and thus to the concepts of the superior
limit and inferior limit of a sequence of numbers.

Subsequences : Let a mapping f : N~ M be an arbitrary sequence in a metric
space (M ; d). Let a mapping k: N~N with k(n) = kn be a strictly monotonically in­
creasing sequence. Then the composition f 0 k is called a subsequence of the
sequence f.

fok: N~ M with fok(n) = f(k(n)) = f(k n) = xkn

Subsequences in metric spaces have the following properties:

(T1) A sequence converges if and only if each of its subsequences converges. In
this case every subsequence converges to the same limit.

(T2) If a sequence has two subsequences which converge to different limits, the
sequence is divergent.

Proof : Properties of subsequences

(T1) By definition, a sequence f : N~ M which converges to the limit x satisfies

/\ V (n >no = d(x,xn ) < £)
E> O noE N

Since the sequence k : N~N is strictly monotonically increasing, there is a
number io such that k(io) ~ no. Hence the composition fok is a convergent
subsequence of f with limit x :

/\ V (i > io = d(x, xk. ) < e)
E> O ioE N I

Conversely, let every subsequence f 0 k be convergent. Then for every sub­
sequence there is exactly one limit a , and for every real number e > 0 there
is a natural number ioEN such that:

f 0 k : N~ M with f 0 k( i) = f(kj ) = xk.
I

d(a,x k) < £ for all i ~ 'o
I

The sequence f is a subsequence of itself and hence convergent by hypo­
thesis . Its limit is the limit x of the sequence f.

f: N~ M with f(m) = xm

d(x,xm ) < £ for all m ~ mo
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With no = max (k(i o)' mo) it follows that

d(a,x k,) < £0 for all kj ~ no
I

d(x,xn ) < £0 for all n ~ no

Let the limits a and x be different. By property (M2) of metrics, their distance
is d(a, x) = 6 > O. Property (M4) of metrics yields :

d(a,x) :5 d(a,xkJ + d(x,xk,) < 2£0 for all kj ~ no
I I

The result d(a, x) < 2£0 contradicts d(a,x) = 6> 0, since for every 6 > 0 there
is an £0 > 0 such that 2£0 < 6. Hence the limits a and x are equal. All sub­
sequences f 0 k and the sequence f have the same limit x.

(T2) Let the limits a and b of the subsequences fog and fok of a sequence f in
a metric space (M ; d) be different. Let the sequence f converge to the limit x.
Then by (T1) the limits of the sequence f and of the subsequences are equal,
that is a = b = x. This contradicts the hypothesis a ~ b. Hence contrary to the
assumption the sequence f is divergent.

Accumulation point of a sequence : A point x of a topological space (M ; T) is
called an accumulation point of the sequence f : N~M if every neighborhood of x
contains an infinite number of terms of the sequence. These terms may be scat­
tered throughout the sequence. A sequence may have more than one accumula­
tion point. Accumulation points need not be terms of the sequence f, but they must
be points of the topological space M.

A point x of a metric space (M; d) is an accumulation point of the sequence
f : N~M if for every real number £0 > 0 and every natural number no there is a term
xn of the sequence with n > no such that d(x,xn ) < e.ln a sequence f with an accu­
mulation point x there is a subsequence fok with the limit x.

x is an accumulation point of f:= /\ /\ V (d(x, xn) < E)
£> 0 noE N n >no

Proof: In a sequence f with an accumulation point x there is a subsequence f 0 k
with the limit x.

A strictly monotonically increasing mapping k : N~K with k(n) = kn is constructed
for the sequence f. The terms of k are chosen such that d(x, xk) < En = 2-n for
xkn= f(k n) . Then fo k is a subsequence. Its limit is x, since d(x, xk) < Eno for n ~ no'

Accumulation point of a set : An accumulation point of a set is an inner point
or boundary point of the set which is not isolated. This concept must not be con­
fused with the concept of an accumulation point of a sequence in the set. Every
accumulation point of asetA:= {x n I n E N} in a metric space is also an accumula­
tion point of a sequence f : N~A. The converse of this statement is false! For
example, x is an accumulation point of the sequence f : N~ {x} with f(n) = x, but not
an accumulation point of the one-element set {x}.



www.manaraa.com

Topological Structures 239

Proof : In a metric space every accumulation point of a set is also an accumu-
lation point of a sequence.

In a metric space (M ;d), let x be an accumulation point of a set A ~ M. Let the open
ball with center x and radius ~ for n E I\J be On := O(x, ~ ). Apoint xnmay be chosen
in each of the intersections A n On" These points are the terms of a sequence f :

with f(n) = xn E A n On

For every real number E> 0 and every natural number no > 0 there is an n > no
such that ~ < Eo Hence the center x is an accumulation point of the sequence f.

1\ 1\ V (d(x,xn)< E)
£>0 noEN n>no

Improper accumulation point : A real sequence f : I\J --+ R with f(n) = xnhas the
improper accumulationpoint 00 if for every real number a and every natural number
no there is a term xnof the sequence with n > no and xn> a. The improper accu­
mulation point - 00 is defined analogously.

Superior limit : The greatest accumulation point a of a sequence <Xl ' X2 ,.. .> in
the set of real numbers is called the superior limit (limit superior, lim sup) of the
sequence. For every real number E> 0 and every natural number no > 0 there is
an n > no such that xn> a- E. For every real number E> 0 there is also a natural
number n1 such that xn < a + Efor all n > no' The superior limit may be an im­
proper accumulation point.

a = lim sup <Xl ' X2 ,...> := 1\ 1\ V (x., > a - E)
£>0 noE N n>no

1\ V 1\ (x, < a + E)
£>0 n,EN n>n,

/\

Inferior limit : The least accumulation point b of a sequence <Xl ' X2 .. ..> in the
set of real numbers is called the inferior limit (limit inferior, lim inf) of the sequence.
For every real number E> 0 and every natural number no > 0 there is an n > no
such that xn < b + E. For every real number E> 0 there is also a natural number
n1 such that xn > b - Efor all n > no' The inferior limit may be an improper accu­
mulation point.

b = lim inf <Xl' X2 •...> 1\ 1\ V (x, < b+E)
£>0 noEN n>no

1\ V 1\ (xn>b- E)
£>0 n,EN nc-n,

/\
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Example : Accumulation points of sequences

(1) The sequence <1,-1, 1,-1 ,...> has the accumulation points 1 and - 1. The
image {1,- 1} of the sequence consists of the two points -1 and 1.

(2) The sequence <1 , ~, 1, ~ ,1, 1,...> has the accumulation points 1 and O. The
accumulation point 1 is a term of the sequence, but the accumulation point
o is not.

(3) The sequence <1, ~, ~''' '> has exactly one accumulation point 0,which is not
a term of the sequence.

(4) The sequence <1,-1, 2,-2, 3, -3...> does not have any proper accumulation
points, but it has the improper accumulation points 00 and - 00.
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Introduction : In applications, one often needs the sum of the terms of a real
sequence. This cannot be determined directly, since the sequence is infinite. One
therefore defines a series whose terms are partial sums over a finite number of
terms of the real sequence. If the series possesses a limit , then this is the desired
sum. Several convergence tests for series are treated in the following.

Series : In the euclidean space (R ; d), let f : N --+ R be a real sequence with
f(n) = xn. The sum of the first m terms of f is called the m-th partial sum of the

sequence f and is designated by sm' The sequence <S1' S2""> of part ial sums
is called the series associated with the sequence f and is designated by ~xn' The
difference sm- sn of the m-th and n-th partial sums is called a segment of the

series . If the series <S1' S2"" > converges to a limit s, then s is called the sum of
the sequence f.

Absolutely convergent series : A series ~xn is said to converge absolutely (be

absolutely convergent) if the sequence ~ IxnI of the partial sums of the absolute
values of its terms converges. A series which converges but does not converge
absolutely is said to be conditionally convergent.

Proof of convergence : There is no general method for proving the conver­
gence of a series and determining its limit. However, there are tests for the conver­
gence of series. There are also comparison tests which allow the convergence of
series to be inferred from the convergence of other series . Some of these tests are
treated in the following.

Convergence tests : Of the following tests, (K1) and (K5) are necessary condi­
tions for the convergence of a series, and (K1) to (K4) are sufficient conditions.

(K1) Cauchy test : A series ~xn is convergent if and only if for every real number
f > 0 there is an index no beyond which the absolute values ISm- sn I of all
segments of the series are less than f.

~xn converges = 1\ V (rn z n z n., = ISm- snl < f )
£> 0 noE N

= 1\ V (m ~ n ~ no = IkI=n xkI < f )
£> 0 noE N



www.manaraa.com

242 5.10.3 Convergence : Series

(K2) Monotonicity test: A series LXn with terms xn~o converges if and only if the

sequence <Sl ' S2" "> of partial sums is bounded.

(K3) Leibniz test: Let a sequence <x. , X2,...> be monotonically decreasing with
limit O. Then the sequence of partial sums of the alternating sequence
<x l ,-X2, X3'-X4•. .. > is convergent.

(K4) Ratio test : For a sequence <Xl ' X2,...>, let every term Xn r! O. If there is a
real number c such that beyond an index no the absolute value of the ratio
of consecutive terms is less than 1, that is Ixn+1 / xnI:5 C with c < 1 for n > no,
then the series LXn is absolutely convergent.

(K5) Trivial test: If the series LXn converges, then the sequence <Xl' X2....> con­
verges to O. The converse of this statement is false: If the terms of the se­
quence <Xl ' X2,...> converge to 0, it cannot be inferred that the series LXn
converges .

Proof : Convergence tests

(K1) Cauchy test : By (F3), a sequence in the euclidean space ( lR ; d) is conver­
gent if and only if it is fundamental. A series which satisfies the Cauchy test
also satisfies the condit ion for a fundamental sequence . and conversely.

1\ V (i, m ~ no = d(sj ' snJ < e)
E> O noE N

(K2) Monotonicity test : For the sequence <s. . S2"" > of the partial sums of a
sequence <Xl ' X2....> with xn~ 0 it follows that sm~ Sj for m > i. Hence the
sequence LXn = <s.. S2" "> of partial sums is monotonically increasing .

(a) Let the series LXn be bounded. Then Section 5.10.1 shows that LXn
converges .

(b) Let the series LXn be unbounded . Then Section 5.10.1 shows that LXn
converges improperly, and hence diverges.

(K3) Leibniz test: The partial sums s, of the alternating sequence <xl' -X 2, X3'

-X 4... . > are

n
Sn = L (_1)k+l Xk

k=l

The sequence <Sl ' S2"" > of partial sums converges if it passes the Cauchy
test (K1), that is if

1\ V (rn a n z n., = IkI=n(-1)k+l Xkl < e)
E> O noE N
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Since the sequence < Xl ' X2, . . . > decreases monotonically and xn-.. 0, it fol­
lows that xn > 0 and (x, - xn+ l) ;:: 0 for all n E N. For odd values of m - n :

IIn(_1)k+ l xkI I(_1)n + l (x, - xn+ l + xn+2 - + xm- l - xm) I
I (xn - xn+l) + (xn+2 - xn+3) + + (xm- l - xm)I
(x, - xn+l) + (xn+2 - xn+3) + + (xm- l - xm)

xn - (xn+ l - xn+2) - ... - (xm- 2 - xm- l) - xm

s xn = Ixnl

For even values of m - n :

IJn (_1)k+l Xkl I (_1)n +l (x, - xn+l + ... + xm- 2 - xm- l + xm)1

I (x, - xn+l) + + (xm- 2 - xm- l) + xml

(x; - xn+l) + + (xm- 2 - xm- l) + xm

xn - (xn+ l - xn+2) - .. . - (xm- l - xm)

::; xn = Ixnl

Since xn-.. 0 , for every real number E> 0 there is an index no such that

Ixnl < E for n ;::no. Hence the sequence < so' Sl ,...> passes the Cauchy test
of convergence :

I k~n(-1)k Xkl ::; Ixnl < E tor all m z n z n.,

(K4) Ratio test : The first no terms of the sequence < Xl ' X2 ,... > have no influence
on the convergence of the series 1:xn and are therefore omitted without loss
of generality. Thus , let < x.. X2, · · · > be a sequence with IXn+1 / XnI :5 C for all
n E N. For the sequence < Ix. ] Ix21,... > , the difference of the partial sums sm
and s, is formed and estimated for 0 < C < 1 with m ;:: n ;::no :

sm-sn ::; c'' IX11+ cn+ l lx l l + ··· + cm- ll xll

(1 +c+ ... +cm- n- l)cn IXl l

1-cm - n
_ _ _ c" IX

l
l

1-c

cn

sm-sn ::; 1-c Ixl l and

For every real number E> 0 there is a natural number no such that cnoIx. ]
< E(1 - c). Hence the series 1: Ixnl passes the Cauchy test of convergence :

/\ V (rn z n z n., = ISm- snl < E)
E> O noEN
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(K5) Trivial test: Let the series LXn be convergent. Then by (K1) for every real

number f > 0 there is an index no such that the segment Isn - Sn -1 1= Ixnl
of the series satisfies IXnI< E for i = m = n > no' Hence the terms xnconverge
to O.

Conversely, let <x. , X2,... > be a sequence whose terms converge to O. Then
the series LXnis not necessarily convergent. For example, in the proof of (F2)
in Section 5.10.1 the sequence of partial sums of the sequence <1 , ~ , ~ "" >

is shown to diverge, although the terms xn = *converge to zero.

Comparison tests : The follow ing tests allow the convergence of a series to be
inferred from the convergence of another series .

(V1) Every absolutely convergent series is convergent. The absolute value ILXnI
of the limit of an absolutely convergent series is less than or equal to the limit
L lxnl of the series of the absolute values.

(V2) If the series LXnand LYn are convergent, then for arbitrary numbers a,b E IR
the series L (aXn + byn) is also convergent.

(V3) If the series LXn and LYn are convergent and Xn:5 Yn for all n, then the limit
of LXn is less than or equal to the limit of LYn'

(V4) If the series LXn is absolutely convergent and a sequence <a1, a2,...> is
bounded, then the series Lan xn is absolutely convergent.

(V5) If the series LX n is convergent and a monotonic sequence <a1, a2,...> is
bounded, then the series Lan xn converges.

(V6) If the series LXn is convergent and there is a natural number no such that
o:5IYnl:5 xn for all n > no' then the series LYn is absolutely convergent.

Proof : Comparison tests

(V1) Let the series LXn be absolutely convergent. Then, according to the Cauchy
test of convergence, for every real number f > 0 there is a natural number

no such that for all m 2: n 2: no :

Ilxnl + Ixn+ 1 1 + .. . + Ixm- 1 11< E

From IX1 + x21:5 Ix. ]+ Ix21, one obtains Ix1 + ... + xk I :5 Ix. ] + ... + Ixk I
by induction. Hence IL xnl :5 L IXnI. Also , the series LXn passes the Cauchy
test :
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(V2) Let the limits of the convergent series ~xn and ~Yn be x and y, respectively.
Let the n-th terms of their sequences of partial sums be s, and tn ' respec­
tively. Then

1\ V (n > no = [x -sn l < 6 /\ Iy -tnl < 6)
b>O noE N

For the sequence with the terms (as, + btn) :

' (ax + by) - (as, + btn) I = l a ( x - sn) + b(y-tn) 1

:5 lall x - snI+ Ib I ly - tnI
:5 (Ial+ Ibl)6

The series ~(axn + bYn) converges to (ax + by), since the condition for limits
is satisfied by the choice 6 = E / ( Ia I+ Ib I) :

1\ V (n > no = d(ax + by, aSn + bt n) < E)
£> 0 noE N

(V3) Let the limits of the convergent series ~xn and ~Yn be x and y, respectively.
Then the proof of (V2) shows that the series ~(Yn - xn) converges to a limit
d = Y- x. From dj= Yj - xj ;::0 it follows that d ;::0, and hence x :5 y.

(V4) For the bounded sequence < a1, a2 , oo . > there is a real numbery > 0 such that
lanl< y for all n. Let the i-th partial sum in the series ~ I xnIbe Sj' Then for the
i-th partial sum tj in the series ~ I an xnl one obtains :

j j

o :5 t j = I Iak xkl :5 y I IXkI = YSj
k= l k= l

Since by hypothesis the series ~Yn converges absolutely, the part ial sums
Sj are bounded. Therefore the partial sums t j :5 YSj of the series ~ I an xnIare
positive, monotonically increasing and bounded. Hence the series ~ an xn is
absolutely convergent.

(V5) The partial sum t j of the series ~ an xn is partially summed with the partial
sums Skof the series ~xk and So := O.

j i j j

t j = I ak Xk = I ak (s, - Sk - 1) = I ak Sk- I ak Sk-1
k= l k= l k= l k= l

j-1 j- 1
aj Sj + I ak Sk - I ak+1 Sk

k=l k= l
j- 1

t j aj Sj + I (a, - ak+1) Sk
k=l
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By the comparison test (V4) , the series <l1 ' t2•...> is absolutely convergent

if the sequence <Sl' S2"" > is bounded and the series ~( ak - ak+ l ) is abso­
lutely convergent. Since the ser ies ~ xn converges, the sequence <Sl ' S2" " >
is bounded. The part ial sum wk of the sequence ~ I ak - ak+ l l is dete rmined
using the monotonicity of the sequence <a. . a2....> :

wk = J l l a j - a j+ l l = I J /ai-ak+i) 1 = la l - ak+ l l

Since the sequence <a. . a2•...> is monotonic and bounded, the sequence
<w l. w2,...> is also monotonic and bounded ; its terms are posi tive. By the
monotonicity test (K2) . the series ~ ( ak - ak+ l) is therefore absolutely con­
vergent. Hence by (V4) the series ~ an xn is absolutely convergent.

(V6) The terms y1 to ynohave no influence on the convergence of the series. Thus.
consider a series < Xl ' X2•... >with 0 ;s;IynI ;S; xn for all n ;::: 1, and hence xn ;::: O.
Since the convergent ser ies ~xn passes the Cauchy test (K1) . for every real
number E > 0 there is a natural number ko such that

IXn + xn+1 + ... + xm_11 < E for all m ;::: n ;::: ko

Xn + xn+ l + ... + xm- l < I':

IYnl + !Yn+ l l+ ... + [Ym- l l < I': for all

Hence the series ~Yn is absolutely convergent.

Grouping in series: The sequence <Sl ' S2" " > of the part ial sums of a se­
quence f : N~R with f(n) = xn is formed according to the rule so := 0 and sn+1 =

sn + xn for n = 1,2,... . In the part ial sum s, = Xl + x2 + ... + x., , the add itions are
thus performed sequentally from left to right.

If terms of a sequence are grouped by parentheses, this defines a new seq uence,
and the refore also a new sequence of partial sums and a new series. For example,

the grouping (x, + x2) + (x 3 + x4 ) + ... leads to the sequence <YJ, y2....> with

Yk = x2k- l + x2k· The sequence <Yl' Y2""> is a mapping g: N~ R which is not
identical with the mapping f: N~ R of the sequence < x. . X2....>.

The convergence behavior of a ser ies which is constructed from another ser ies by
grouping cannot in general be inferred from the convergence behavior of the origi­

nal series. The following example shows that the series def ined by the groupings
1 - 1 + 1 - 1 + ..., (1 - 1) + (1 - 1) + ... and 1 + ( - 1 + 1) + ( - 1 + 1) + ... have

different convergence properties :
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(1) The sequence f : I\J --.. R with the terms <1 , -1, 1, -1, ...> generates the
divergent series <1,0, 1, 0,...>.

(2) The sequence g: I\J --.. R with the terms <(1 - 1), (1 - 1),...> generates the
convergent series <0, 0,...> with the limit o.

(3) The sequence h: I\J --.. R with the terms <1, ( -1 + 1), ( - 1 + 1),...>generates
the convergent series <1, 1,...> with the limit 1.

If a convergent series ~xn is used to construct a series ~Yn by grouping, then the
latter is also convergent. The limits of the series coincide .

Proof : A series derived from a convergent series by grouping is convergent.

Let a series ~ xn be convergent with limit a. For the sequence <S1' S2" " > of partial
sums of this series:

/\ V (n> no => d(a,sn) < e)
£> 0 noE N

Let a mapping h: I\J --..I\J with h(k) = nk be strictly monotonically increasing with
n1 = O. Then the numbers nk-1 and nkdefine a segment of the sequence <x1' x2'
...>. Let the sum of the terms in this segment be a term Ykof a new series ~Yn ' With
so: = 0 and k = 1,2,..., it follows that

Yk := Xn +1 + Xn +2 + ... + Xn = Sn - Sn
k-l k-l k k k-l

Thus the sequence of partial sums of the sequence <Y1' Y2''''> is <sn
1

, sn
2

, ... >.
By property (T1) in Section 5.10.2, this subsequence of the convergent sequence

<S1 ' S2''''> converges to the same limit a.

Example 1 : Convergent series

e 1 + 1 + 1 + 1 + .. . + 1 +O! 11 2! 3! n!
1 1 1 + 1 1 + ... ± 1 =Fe O! 11 2! 3! n!

2 1 + 1 + 1 + 1 + ... + ~ +T "2 4: "8 2n

2 1 1 + 1 1 + ... ± ~ =F"3 T "2 4: "8 2n

In2 1 1 + 1 1 + .. . ± 1 =FT "2 "3 4: n
11: 1 1 + 1 1 + ... ± 1 =F4: T "3 5 "7 2n-1
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Example 2 : Geometric series

In Example 5 of Section 5.10.1, geometric sequences f: N -- R with f(n) = xn are
defined such that xn+1/ xn = c. The partial sum sn of a geometric sequence is
given by

2 -1 1-cn
sn = x1(1 + c + c + ... + c'' ) = -1- x1-c

The fixed ratio c determines the convergence of the series as follows:

c :::; - 1 The series diverges

- 1 < c <

C 2:

. 1-cn x
The series converges to 11m -- x1 = _1

n- oo 1-c 1-c

The series converges improperly to ± 00

2n(2n-1)

Example 3 : Evaluation of alternating convergent series

Grouping is demonstrated using the example of the alternating harmonic se­
quence < 1, - ~ , ~ ,- ~ , ...> , whose associated series passes the Leibniz test and
hence converges. The exact limit of the series is In2 = 0.693147.... Parentheses
are introduced in the partial sum as follows: (1 - ~) + (~ - ~) + .... Thus the
partial sums of the following sequences are calculated:

f : N -- R with f(n) = xn = ~ (_1)n+1

g: N -- R with g(n) = Yn = _1 1
2n-1 2n

1.000000

0.500000

2

0.500000

0.583333

3

0.833333

0.616667

4

0.583333

0.634524

5

0.783333

0.645635

x >owith(X-1)3 (X-1)5 ]
+ 3(x+1)3 + 5(x+1)5 + ...

The series ~Yn converges monotonically, in contrast to the series ~xn' There are
other series for In2 which converge far more rapidly, for instance:

Inx = 2[X-1
x+1

1

0.666667

2

0.691358

3

0.693004

4

0.693135

5

0.693146

Convergence is further improved by using a known value eZ near 2. For example,
let 2 = weO.1S with SE N and choose s such that 1 :::; w < eO.1= 1.105171. This
leads to s =6 and w =1.097623. With Inx =0.6 + Inw, the series for In wand Inx
then yield in two steps:

n

In w

In x

1

0.093080

0.693080

2

0.093147

0.693147
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Introduction : In the definition of the limit of a sequence f : N -.. M in a metric
space (M; d), the total ordering of the natural numbers N is used . The question
arises whether a more general definition of convergence is possible involving a
mapping f: G -.. M for which the set G is not necessarily totally ordered. As an ex­

ample of such a definition, the convergence of nets is treated in this section. In a
net, G is a directed set and (M ; T) is a general topological space.

Directed set : A partially ordered set G is said to be directed if for any two
elements a, ~ E G there is ayE G which is greater than or equal to a and ~ :

G is directed:= 1\ 1\ V (y 2:a /\ y 2: ~)
u E G ~E G yE G

Net : A mapping f from a directed set G to the points of a topological space (M ; T)
is called a net in M. The images Xuof the mapping are called the terms of the net.

The net is designated by {xu} , A sequence is a special case of a net , since the
natural numbers N are a directed set.

f: G-..M with f(a) = Xu

Accumulation : A net f: G -..M in a topological space (M ; T) is said to accumu­
late in a set A ~ M if for every element a E G there is an element ~ 2:a in G such
that f(~) EA.

f accumulates in A := 1\ V (~2: a /\ f(~) E A)
u E G ~ EG

Final segment : A net f: G-..M in a topological space (M ;T) is said to have a
final segment in a set A ~ M if there is a E G such that f(~) E A for all ~ 2:a.

f has a final segment in A := V (~2: a = f(~) EA)
uEG

Let H be the set of elements ~ E G for which ~ 2:a and f(~) EA. Then the net
fH: H -.. M is called the final segment of f in A. A point y E M may occur more than
once as a term of the final segment. However, by definition the point y is contained
only once in the image Eu of the final segment.

Eu := {x~=f(~) I ~2:a}
The final segments of a net have the following properties :

(E1) If a net hass final segments in two sets A and B, then the net has a final
segment in the intersection AnB of these sets.

(E2) If the intersection of two sets A and B is empty, then a net cannot have final
segments in both A and B.
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Proof : Properties of final seqrnents

(E1) If a net f: G --+M has a final segment in a set A ~ M, then there is an element
a E G such that f(o) E A for every 0 ~ a. If the same net also has a final seg­
ment in the set B ~ M, then there is an element ~ E G such that f(£) E B for
every £ ~~.

For a, ~ E G the directed set G contains an element y such that y ~ a and
y ~~. Since the directed set G is partially ordered , 11 ~ Y and y ~ a implies
11 ~ a. Likewise, 11 ~ Y and y ~ ~ implies 11 ~ ~. Hence f(l1)E A and f(l1)E B for
all 11 ~y . This implies f(l1)EAnB for 11 ~y.

(E2) Let a net f: G --+ M haves final segments in the sets A c M and B ~ M. Then
by (E1) there is an element y E G such that the term f(y) of the net lies both
in A and in B. This contradicts the hypothesis that An B is empty. Hence, con­
trary to the assumption, the net does not have final segments in disjoint sets
A and B.

Convergence : A net f: G --+ M is said to converge to a point x of the topological
space (M ; T) if f has a final segment in every neighborhood U, c M of x. The point
x is called a limit of the net f.

f converges to x :=

Nets have the following convergence properties :

(K1) The closure of a set A is exactly the set of the limits of all convergent nets
whose image lies in A.

(K2) A topological space is a Hausdorff space if and only if every convergent net
has a unique limit.

Proof K1 : The closure of a set A is exactly the set of the limits of all convergent
nets whose image lies in A.

(1) Let a net f : G --+ M with image f(G) ~ A converge to a point x E M. Then by the
definition of convergence the net f has a final segment in every neighborhood
U of x. Every neighborhood of x thus contains a point of A. Hence the limit
x is a point of the closure H(A).

(2) Let the closure H(A) of a set A c M be given. Let G be the set of open neigh­
borhoods U, W,... of an arbitrary point x E H(A). The set G is ordered using
the relation c .mat is U ~ W:= U~ W. From UnW~ U and UnW~ W it fol­
lows that UnW ~ U and UnW ~ W; hence the set G is directed. Every inter­
section UnW is an open neighborhood of x. By the definition of the closure,
the intersection UnA is not empty. Hence there is a net f: G--+ A with f(U) = Xu
and XuE UnA, and thus xuEA.
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The net f has a final segment in every open neighborhood U of x, since Z ~ U
with xE Z ~U implies f(Z) = Xz E U. Hence f converges to the point x. Since
the choice of x in H(A) was arbitrary, every point xE H(A) is a limit of a net
whose image lies in A.

Proof K2 : A topological space is a Hausdorff space if and only if every conver­
gent net has a unique limit.

(1) Let the space (M ;T) be a Hausdorff space. Let a net f : G~ M converge to
two different points x ~ y of M. Then by the definition of a Hausdorff space
these points have disjoint neighborhoods Uxn Uy = 0. By property (E2) , the
net f does not have final segments both in U, and in Uy. Therefore, contrary
to the assumption , the net does not converge to two different points.

(2) Assume that the space (M ; T) is not a Hausdorff space. Then there are points
x~ y in M which cannot be separated by open sets. Let Sx and Tx be open
neighborhoods of x,and let Syand Ty be open neighborhoods of y. The carte­
sian product G of the neighborhood systems of xand y contains ordered pairs

such as a := (Sx' Sy) and ~ := (Tx'Ty)' The set G is ordered by the relation
~ , that is ~ ~ a := Tx ~ s, 1\ Ty c Sy. The intersection Txn Ty is not empty,
since the points xand y cannot be separated by open sets. With the directed
set G, there is thus a net f : G~ M with f(~) E Txn Ty :

(~ ~ a = f(~) E Tx ~ Sx ~ Ux) = net f converges to x
(~ ~ a = f(~) E Ty ~ Sy ~ Uy) = net f converges to y

Hence the limit of a net is not unique in a space which is not a Hausdorff
space.

Final mapping : Strictly monotonically increasing mappings are used to define
subsequences in Sect ion 5.10.2. Final mappings are now defined in order to trans ­
fer this concept to nets. A mapping h: H~ G between directed sets G and H is said
to be final if for every element a E G there is an element ~ E H such that the images
of all elements y ~ ~ of H are greater than or equal to a :

h is a final mapping := 1\ V (y ~ ~ = h(y) ~ a)
aEG ~E H

Subnet : Let a mapping f : G~ M be an arbitrary net in a topolog ical space (M ; T).
Let a mapping h : H~ G be final. Then their composition foh is called a subnet of f.

f 0 h : H~ M with f 0 h(y) = f(h(y)) = f( ay) ~ xa y
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Convergent subnet : A net f : G -+ M possesses a subnet which converges to
a limit x E M if and only if f accumu lates in every neighborhood of x.

Proof : Convergent subnet

It is assumed that f : G -+ M is a net which accumulates in every neighborhood of
a point x E M, and it is shown that there is a final mapping h: H -+ G, where the
directed set H contains ordered pairs (a,A) with a E G, x E A and f(a) E A. Then the
composition f 0 h: H -+ M is by definition a subnet. The subnet converges to the
point x if every neighborhood of x contains a final segment of f 0 h.

(1) Let S:= {A, B,...} be the set of neighborhoods of the point x. In the cartesian
product G x S, consider the subset H of ordered pairs (a,A) for which f(a) E A.

H:= {(a,A)EG xS I f(a) EA}

(2) The set H is ordered by the relation (~, B) <:= (a,A) := ~ <:= a /\ B ~ A. For
arbitrary elements (a,A) and (~, B) of H there is a 6 E G such that f(y) E A n B
for all y <:= 6 , since by hypothesis the net accumulates in every neighborhood
of x. In particular, the directed set G contains an element y <:= a, ~, 6, and
(y, A n B) is an element of H with (y, A n B) <:= (a,A) , ( ~, B). Hence H is directed .

(3) The mapping h : H -+ G with h(a, A) = a is final. For every a E G the directed
set H contains the element (a, M). By definit ion ( ~ , B) <:= (a,M) implies ~ <:= a,
and hence h(~ , B) <:= a. Thus by definition h is final.

(4) Let A be a neighborhood of x. Since by hypothesis the net f accumulates in A,
there is a E G such that f(a) E A. Consider elements ( ~ , B) <:= (a,A). According
to the partial ordering of H, B ~ A. With h(~ , B) = ~, it follows that f 0 h(~ , B) =
f(~). The definition of H implies f( ~) E B. Hence f 0 h(~ , B) E A for all (~ , B) <:=

(a,A). Thus f 0 h has a final segment in every neighborhood A of x : The sub­
net converges to the limit x.

f 0 h has a final segment in A = V ((~ ,B) <:= (a,A) = f 0 h (~ ,B) EA)
(a,A)

Conversely, let x E M be a limit of a subnet f 0 h. Then every neighborhood of x
contains a final segment of f 0 h. Hence f accumulates in every neighborhood of x.

Universal net : A net f : G -+ M is said to be universal if for every subset A c M
it possesses a final segment either in A or in M - A. Universal nets have the follow­
ing properties :

(U1) The composition p o f of a mapping p : M -+ N with a universal net f : G -+ M
is a universal net p o f : G -+ N.

(U2) For every net there is a universal subnet.
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Proof U1: The composition of a mapping p : M-. N with a universal net f : G -. M
is a universal net p o f : G -. N.

Let A be a subset of N with the preimage p-l(A) in M. Since the net f is universal,

it possesses a final segment either in the preimage p-l(A) or in the complement
M - p- l(A) ;;) p-1(N - A). The image of every point of a final segment in p- 1(A) lies

in A. The composition p o f therefore has a final segment either in A or in N - A.

Hence the net p o f is universal.

Proof U2: For every net there is a universal subnet.

(1) Let a mapping f : G -. M be a net. Consider the set F of the subsets Fj of the
power set P(M) which satisfy the follow ing conditions:

(a) A E Fj =
(b) A, BE Fj =

f accumulates in A

A nB E Fj

An example of such a subset is furnished by Fj = {M} c P(M) . The set

F = {F1, F2 , ... } is partially ordered by inclusion. Let F' = {Fk ' Fk , .. . } be
1 2

an arbitrary totally ordered subset of F, that is Fk ~ Fk V Fk c Fk . The
union of the elements of F' satisfies the conditions (a) and '(b) and is therefore
an element of F, and hence an upper bound of F' in F.

By property (E4) of ordered sets in Section 4.6 , F conta ins a maximal element
Fo' Thus Fo is not properly contained in any of the elements Fj • If a further

element of P(M) is added to Fo' the resu lt is a set which properly contains Fo
and is therefore not conta ined in F. Hence this set does not satisfy cond itions
(a) and (b).

(2) The set Zo := {(A, a) E Fo x G I f(a) E A} is partially ordered by the relation

;::: as follows :

(B, ~) ;::: (A, a) := B ~ A /\ ~;::: a

The set Zo is directed. In fact, if (A, a) and (B, ~) are two arbitrary elements
of Zo, then (b) yields C := A n B E Fo- For a and ~ the directed set G contains
an element y with y;::: a and y ;:::~. From (a) and C E Fo it follows that f
accumulates in C, so that there is a b ;::: y with f(b) E C. Thus the set Zocon­
tains an element (C, b) with (C, b) ;::: (A, a) and (C,b) ;::: (B, ~ ), and it is there­
fore directed.

The mapp ing h : Zo-. G with h(a ,A) = a is final. In fact, if a is an arbitrary
element of G, then for a freely chosen set B E Fo there is a ~ ;::: a with f( ~) E B,

since by (a) f accumulates in B. Hence (B, ~) is an element of Zoo For every
(C,y) E Zo with (C,y) ;::: (B , ~) it follows that h(C ,y) = y ;::: ~ ;::: a . Hence h is
final , and f 0 h is a subnet. In the following this subnet is shown to be universal.
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(3) Let S be a subset of M in which the subnet f 0 h : Zo~ M accumulates. Then
for every element (a,A) E Zo there is an element (~ , B) ~ (a,A) in Zosuch that
f 0 h(~ , B) E S. Then B c A, ~ ~ a andf(~) = f 0 h(~ , B) E B implies f(~) E BnS i;;;

AnS, and hence the net f : G~ M accumulates in AnS for every AE Fo.
Thus an accumulation of the subnet f 0 h in an arbitrary subset S of M corre­
sponds to an accumulation of the net f in the intersection AnS for every ele­
ment A E Fo. Since Fo is maximal, S and every AnS are elements of Fo.

(4) Assume that the subnet f 0 h also accumulates in the complementary set
M - S. Then M - S, like S, is an element of the set Fo. By hypothesis the
intersection Sn(M - S) = 0 must also be an element of Fo. Since the net f
does not accumulate in the empty set, it follows that, contrary to the assump­
tion , the subnet f 0 h does not accumulate in M - S. Hence the subnet f 0 h
has a final segment in S, but no final segment in M - S.

(5) If S is a subset of M in which the subnet f 0 h : Zo~ M does not accumulate,
then f 0 h has a final segment in M - S. Altogether, it follows that f 0 h has a
final segment either in S or in M - S. Hence f 0 h is a universal subnet of f.
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Introduction : In this section the concept of convergence in a topological space
(M ;T) is generalized further. Instead of sequences f : N --+ M with totally ordered
sets N and nets f : G --+ M with directed sets G, a filter F is now considered.

A filter F contains subsets of the underlying set M of the space. The filter converges
to a point x E M if every neighborhood of x contains an element of the filter. A con­
vergent filter is thus a contracting system of subsets of M which points to a point
x of M. Very general search processes can be described using this concept.

In analogy with a topology T on M, a filter F on M has a basis B which is easier to
deal with. In general, it is the filter basis which is used to study convergence. Com­
pared with the concepts of a sequence and of a net, the concept of a filter offers
the advantage that the filter basis B and the filter F need not be ordered sets.

Filter basis: A non-empty subset B = {B 1, B2 , ...} of the power set of the under­
lying set M of a topological space (M ; T) is called a filter basis on M if the elements
of B satisfy the following conditions :

(B1) The empty set 0 is not an element of the filter basis B.

(B2) Every intersection of a finite number of elements of the filter basis B is again
an element of B.

The definition of a filter basis implies that a filter basis contains no disjoint sets. For
by (B2) the intersect ion 0 of the sets would be an element of the filter basis , contra ­
dicting (B1).

Convergence of a filter basis: Let B = {B 1, B2 , . .. } be a filter basis in the topo­
logical space (M; T), and let x be a point of M with the neighborhood system
U(x) = {U 1, U2 , .. .}. The filter basis B is said to converge to the point x if every
neighborhood Uk of x includes an element Bm of the filter basis as a subset.

B converges to x := 1\ V (Bm (;;; Uk)
UkEU(x) SmES

The point x is called a limit of the filter basis B. The limit x need not be contained
in the filter sets Bj • A filter basis may converge to more than one point. In a Haus­
dorff space, a convergent filter basis has exactly one limit. Not all filter bases in a
Hausdorff space are convergent. A filter basis which does not converge is said to
diverge .
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Proof: A topological space is a Hausdorff space if and only if every convergent
filter basis has a unique limit.

(1) Let a topological space (M ; T) be a Hausdorff space, and let B be a conver­
gent filter basis on M. Let x and y be two different limits of the filter basis B.
Then by the definition of a Hausdorff space the points x and y have disjoint
neighborhoods U, and Uy. Since the filter basis B converges, there are filter
elements Bk C;;; u, and BmC;;; Uy. From u, n Uy = 0 it follows that s, n Bm= 0.
This contradicts properties (B1) and (B2) of the filter basis. Hence the filter
basis B converges to at most one point of M.

(2) Assume that a topological space (M ;T) is not a Hausdorff space. Then there
are two different points x, y E M which cannot be separated by open sets. The
set B, of open sets Tx which contain x does not contain the empty set 0,but
it contains all finite intersections of its elements. Hence Bx is a filter basis
which converges to x. Likewise, the open sets Ty E T with YE Ty form a filter
basis By which converges to y. Since x and y cannot be separated by open
sets, all intersections Txy = Tx n Ty are non-empty. They form a set Bxy. The
union of the sets Bx' Byand Bxy is a filter basis which converges to x and to
y. Hence there is at least one filter basis Bxu Byu Bxy on M which converges
to more than one limit.

Comparison of filter bases : The concept of the fineness of a filter basis corre­
sponds to the concepts of subsequences and subnets. A filter basis B is said to
be finer than a filter basis C if every element C

k
of C includes an element Bmof B

as a subset.

B is finer than C:= /\ V (BmC;;; Ck )
CkEC BmEB

If a filter basis C converges to a limit x, then every finer filter basis B also converges
to the limit x.

Proof: Convergence of a finer filter basis

In a topological space (M ; T), let xE M be a limit of the filter basis C. Then by defini­
tion every neighborhood U, of x contains an element Cmof the filter basis C. If the
basis B is finer than C, then for every neighborhood U, of x there is an element Bk
of B with Bk C;;; CmC;;; Ux' Thus the filter basis B also converges to the limit x.

Filter : Let B = {B l ' B2 , . . .} be a filter basis in the topological space (M ; T) . Then
the set of the elements Bk and all their non-empty unions is called a filter on M and
is designated by F = {F 1, F2 ,oo .}. In contrast to a topology, a filter does not possess
property (T1) of topologies: The empty set 0 must not be an element of a filter F,
and the underlying set M mayor may not be an element of F.The topology T and
a filter F on M thus contain different elements. Since every filter is also a filter basis,
no further definition of the convergence of filters is required.
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Example 1 : Uniquely convergent filter basis

Let T = {0, {a} , {b, e}, {a, b, en be a topology and let B = {{a}, {a, b}, {a, b, en be a
filter basis on the set M = {a, b, e}. The neighborhoods of the points of Mare deter­
mined using the eondit ion x E Tk c Um :

U(a) {{a}, {a, b}, {a, c}, {a, b, en

U(b) Hb, e}, {a, b,en

U(c) Hb, e}, {a, b,cl}

The filter basis B converges to the point a of M, sinee each of the neighborhoods
in U(a) ineludes the filter element {a}. The filter basis B does not eonvergeto b E M
and e E M, sinee the neighborhood {b, c} of these points includes no element of the
filter basis.

Example 2 : Convergent filter basis with several limits

Let T = {0, {a}, {a, b}, {a, b, en be a topology and let B = Han be a filter basis on
the set M = {a, b, e}. The neighborhoods of the points of M are determined using
the eondition xETk ~ Um :

U(a) Ha}, {a, b}, {a, e}, {a, b, cn

U(b) Ha, b}, {a, b, en

U(e) Ha, b, cn

The filter basis eonverges to eaeh of the points a, b, e E M, sinee every neighbor­
hood of these points includes the filter element {a}.

Example 3 : Divergent filter basis

Let T = {0, {e}, {a, e}, {b, e}, {a, b, en be a topology and let B = Ha, bl} be a filter
basis on the set M = {a, b, e}. The neighborhoods of the points of M are determined
using the eondition x E Tk ~ Um :

U(a) Ha, e}, {a, b, en

U(b) Hb, e}, {a, b, en

U(c) He}, {a, e}, {b, e}, {a, b, en

The filter basis diverges, since the neighborhoods {a, e} of a, {b, e} of band {e} of e
do not include an element of the filter basis as a subset.



www.manaraa.com

258 5.10.5 Convergence : Filters

Example 4 : Filter bases on the euclidean plane

The elements of the basis of the natural topology of the real euclidean plane IR 2

are the open disks D(x, r). Open rectangles with pairwise parallel edges are cho­
sen as elements of the filter bases. The elements of the filter basis are said to be
arbitrarily small if the distances of their corners determined by the metric of the
euclidean plane are arbitrarily small.

a) convergent b) not convergent

1=--:..-:,.- - - - - -,
I ......
r ---.;'" I
I----L...,\ Ir- ...... I 1 \
r- l" I 1 \ I
r::1 1 \ I I \ I
O-x-l. L .l L ...... _ L_J

c) convergent

(a) If the intersection of all elements of the filter basis B contains only one point
x for arbitrarily small elements, then the filter basis converges to x, since
every open disk around x includes all open rectangles smaller than a certain
size which contain x.

n Bj = {x}

(b) If the intersection of all elements of the filter basis B contains at least two
points Xl and x2, then the filter basis does not converge : A neighborhood of
Xl which does not contain x2 does not contain any element of the filter basis
either.

n Bj = {Xl' x2,oo .}

(c) Although the point x in figure (c) is not contained in any of the arbitrarily small
open elements of the filter basis B, the filter basis converges to x E IR 2 , since
every neighborhood of x includes an element of the filter basis.



www.manaraa.com

Topological Structures

5.11 COMPACTNESS

5.11.1 COMPACT SPACES

259

Introduction : The number of elements of a finite set is a topological invariant.
This invariant is a measure of the topological delimitation of the set. If a set con­
tains an infinite number of points (for example in a real space), then the number
of points is no longer suitable for characterizing the topological delimitation. The
boundedness of a subset of a metric space cannot be used for such a characteriza­
tion either, since boundedness is not a topological invariant (see Example 4 in
Section 5.6).

Compactness of sets is defined in order to characterize the topological delimitation
of infinite sets. For this purpose, coverings of a set with open sets of the topology
of the space are considered. The set is compact if every open covering contains
a finite subcovering. Compactness is a topological invariant. It may alternatively
be defined in terms of closed sections of the set; this viewpoint is useful in proofs
of convergence.

Compact spaces have important properties. In a compact space, every net pos­
sesses a convergent subnet. Every closed subset of a compact space is compact.
Every compact subset of a Hausdorff space is closed. A finite product space is
compact if and only if its factors are compact spaces.

Covering : Let A be a subset of the underlying set M of a topological space
(M ; T) . A family C = {C j ICjc M } of sets is called a covering of the set A if the union
of the sets C, contains the set A.

C = {C j} is a covering of A := A k C1uC2u ...

A covering is said to be finite if the family C of sets is finite. An infinite covering is
designated by {C 1,C2,...}, a finite covering by {C 1,... ,Cn}. A covering is said to be
open if each of the sets Cj E C is open, that is if C j E T.A subset of a covering which
is also a covering of the set is called a subcovering.

Section : Let A be a subset of the underlying set M of a topological space (M ; T).
A family S = {Sj ISjk M} of sets is called a section of A if A contains the intersec­
tion of the sets Si'

S = {S j} is a section of A := Ad SlnS2n ...

A section is said to be finite if the family S of sets is finite . An infinite section is

designated by {Sl,S2 ""}' a finite section by {Sl "",Sn}' A section is said to be
empty if the intersection S1 n S2n ... is empty. A section is said to be closed if the



www.manaraa.com

260 5.11 .1 Compactness : Compact Spaces

sets Sj are closed, that is if M - Sj ET.A subset of a section which is also a section
of A is called a subsection. The intersection of the sets of a subsection contains
the intersection of the sets of the section.

Compact sets : A set A in a topological space (M ;T) is said t9. be compact if
every open covering C = {C j } of A contains a finite subcovering C = {C j).

A is compact := 1\ y (A~ c, uC2u ... = A~ c, u ...uCj )

c c ' n

For a set to be compact, it is not sufficient that it possesses a finite open covering,
for example the covering containing only the underlying set M. Rather, every open
covering of the set must contain a finite open subcovering . To show that a set is
not compact, it suffices to exhibit a single open covering which does not contain
a finite open subcovering.

Compact space : A topological space (M ;T) is said to be compact if every open
covering of M contains a finite open subcovering. If the set A is compact in the
space M, then the space (A; RA ) with the relative topology RA = {R j = Tj n A I
Tj E T} is compact. In contrast to some of the literature , a compact space is not as­
sumed to be a Hausdorff space.

Continuum : A set A in a Hausdorff space (M ;T) is called a continuum if it is
compact and connected . A part of physics deals with continua associated with
matter, charge and energy.

Example 1 : Open covering of the open unit interval

Consider the open unit interval I = ]0 ,1[on the real axis R with the natural topol­
ogy. This unit interval has an open covering {C l , C2 , ... } with the following sets:

Ck={XE R I k12 < x< ~ 1\ kE N'}

This open covering contains no finite subcovering, since Ck+ l is not contained in
C, u ...U Ck. Thus the open unit interval is not compact.

IT C3 : l <x <l
I I 5 3
I~ C2 : l <x <l
I I I I 4 2
I I 9 9 ~<X <1I I Cl
I I I I

----e I I I 6 ~

0 1 R 0 < X < 1
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Example 2 : The closed unit interval is compact.

Let C = {C 1•C2•... } be an open covering of the closed unit interval 11 = [0.1] E IR .
Assume that C does not contain a finite subcovering. Then the subinterval [0. ~ ]
or the subinterval [~ .1] does not contain a finite open subcovering in C. Repeated
bisection of the intervals leads to a sequence of nested intervals 11 ::J 12 ::J ... for
which there is no finite open subcover ing in C.

There is a point WE IR which is contained in each of the nested intervals. In the
open covering C there is an open set Cj = {x E IR I Sj< x < tj } which also contains
the point w. Since the length of the nested intervals tends to zero due to the re­
peated bisection. there is a closed interval In = [an' bn]which is entirely contained
in the open set Cj '

x e l, c C j

Thus the closed interval In possesses the finite open covering Cj ' This contradicts
the construction of the nested intervals 11 ::J 12 ::J . ... Thus. contrary to the assump­
tion, the open covering C of the closed unit interval 11 contains a finite subcovering.
Hence 11 is compact.

Example 3 : Unbounded interval on IR

An unbounded interval [a, oo [ on the real axis R with the natural topology is not
compact. For example . the open covering C = { C1• C2•... } of [a. 00 [ with Cj
{x E IR Ia + i - 2 < x < a + i } does not contain a finite subcovering of [a. 00 [ .

0 0

0 0

0 0

---0 0

•
a [a, oc [

Properties of compact sets and spaces

(K1) A topological space is compact if and only if every empty closed section

{Sl ' S2' '' '} of the space contains an empty finite subsection {Si
1

' .. . . Sj).

(K2) A topological space is compact if and only if every closed section {Sl' S2.... }
which contains only non-empty finite subsections {Sj ,....Sj } is non-empty.

1 n

(K3) Every closed subset of a compact space is compact.

(K4) Every compact subset of a Hausdorff space is closed .

(K5) The image of a compact space under a continuous mapping is compact.



www.manaraa.com

262 5.11.1 Compactness : Compact Spaces

(K6) A topological space (M ; T) is compact if and only if every universal net in M
converges.

(K7) The projection 11: : M x N~ N is closed if the space M is compact.

(K8) A net in a product space M = M1 x ... x Mn converges to a point x if and only
if for every i its composition with the projection Pi : M ~ Mj converges to the
i-th coordinate of x.

(K9) A product space is compact if its factors are compact spaces.

(K10) Every compact Hausdorff space is regula r.

(K11) Every compact Hausdorff space is normal.

(K12) The union of a finite number of compact sets is compact.

(K13) The intersection of an infinite number of compact subsets of a compact
Hausdorff space is a compact set.

Proof K1 : A topological space is compact if and only if every empty closed sec­
tion {81,82 , ... } of the space contains an empty finite subsection

{8 j" ••• ,8 jJ
(1) Let the topological space (M ;T) be compact. Let {8 l ' 8 2 " " } be an empty

closed section of M. The complement of the closed set 8 j is the open set
Cj = M - 8 j • 8ince the section {81, 8 2 , . . . } is empty, {C 1, C2 , . .. } is an open
covering of M. 8ince the space (M ; T) is compact, this open covering con­
tains a finite subcovering {C i,"" , CiJ The complements 8 i,," " 8 in of these
finitely many open sets form an empty finite closed subsection of {8 1, 8 2 , . . . }.

8 1 n 8 2n ... = 0 = (M - C1)n(M - C2)n ... 0

= M -(C1uC2u ) = 0
= M = C1 UC 2U .

= M = Cj, u ...uC in

= M = (M - 8 i)u u(M - 8 i)

= M = M -(8i,n n8i)

= 8 j,n ...n8 in = 0

Thus in a compact space every empty closed section {81, 8 2 , . .. } contains an
empty finite subsection {8

i"
... ,8i).

(2) Let every empty closed section {8 l' 8 2 , ,, , } of a topological space (M ; T) con­
tain an empty finite subsection {8

i"
... ,8i) . Let C = {C 1, C2 ,... } be an arbi­

trary covering of M. The complement of the open set Ci is the closed set
8 i = M - Ci . It follows that the section {81, 8 2 " " } of M is empty. By hypothe­
sis, {8 1, 8 2 , .. . } therefore contains an empty finite subsection {8 i" •••,8in}. The
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M

= M

complements Ci, ,., ', Cinof these finitely many closed sets form a finite open
subcovering of {C l ' C2,·.. }.

C1UC2U... = M = (M-S1)u(M-S2)u ...

= M-(Sl n S2n ...)

= SlnS2n ... = 0

= Si,n ...nSin = 0
= (M - Ci,l n n (M - CiJ = 0

= M -(Ci,u UCiJ 0
= Ci,U ...UCin = M

Since every open covering of M contains a finite open subcovering, M is a compact

space.

Proof K2 A topological space (M ; T) is compact if and only if every closed

section {Sl' S2""} which contains only non-empty finite subsections

{Sj"""Si) is non-empty.

(1) Let a topological space (M ; T) be compact. Let a closed sect ion {Sl' S2" "}
in M which contains only non-empty finite subsections be empty. This contra­
dicts the statement (K1) that every empty closed section {Sl,S2''' '} in a
compact space contains an empty finite subsection. Hence, contrary to the
assumption, {Sl,S2""} is non-empty.

(2) Let every closed section which contains only non-empty finite subsections be
non-empty. Assume that the topological space (M ; T) is not compact. Then
by (K1) there is an empty closed section {Sl ' S2""} which contains only non­
empty finite subsections. This contradicts the hypothesis, Hence, contrary to
the assumption, the space is compact.

Proof K3: Every closed subset of a compact space is compact.

Let a topological space (M; T) be compact. Let an open covering {C i } of a closed
subset A k M with A k C1U C2u ... and CiE T be given. Since by hypothesis the set
A is closed, the complement M -A is open . The union {M -A}U{C1,C2,...} with
M c (M - A) UC1 UC2U... is an open covering of M. Every such covering of the

compact space M contains a finite open subcovering {M -A}u{C j " " ,Ci } with
Mk (M -A)UC

i1U
...UCin, Then every open covering {C 1,C2,...} 01 A alsno con­

tains a finite open subcovering {C i ,...,Cj }, and hence the closed setA is compact.
1 n
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Proof K4: Every compact subset of a Hausdorff space is closed .

For a fixed point x E M - A and every point a E A the Hausdorff space conta ins dis­
joint open sets Ta and Ca with x E Ta and a E Ca' The open sets Ca form a covering
of A, since every point a E A is contained at least in Ca ' Since A is compact, this
covering contains an open subcovering [C, ,...,C, } with a corresponding set

1 n
{T j , • • • , T, }. The intersection of the finitely many open sets T-, ,...,T., is an open set

1 n 1 n
which contains x and is disjoint from A.Therefore no x E M - A is an accumulation
point of A, and hence A is a closed set.

Proof K5 : The image of a compact space under a continuous mapping is a
compact set.

Let the space (M ; T) be compact. Let the mapping f : M --+ N to the space (N ; S)
be continuous, and let {B 1,B2,...} with f(M) ~ B1U B2u ... be an open covering of
the image f(M). The preimages Cj = f-1(B j ) are open sets, since the mapping f is
cont inuous . Hence they form an open covering {C 1,C2,... } of M. Since M is com­
pact , {C1,C2,...} contains a finite subcovering {C, ,,,,,C j } . Its image {B

I
· , ... ,B

I
· }

1 n 1 n
is a finite subcovering of f(M) which is conta ined in the open covering {B 1,B2,...}.
Hence the image f(M) is compact. If the mapping f is surjective, the space N = f(M)
is compact.

Proof K6 : A topological space (M ; T) is compact if and only if every universal
net in M converges.

(1) Let the space (M ;T) be compact. Assume that a universal net f : G --+ M
does not converge. Then for every point Xs E M there is an open neighbor­
hood Cs c M such that the net f does not have a final segment in Cs ' By
definition this implies that the universal net has a final segment in M - Cs '

Hence there is as E G such that f( ~) E M - Cs for all ~ ~ a s ' and f(~) E M - Cs
implies f(~) $ Cs '

Traversing the points of M yields an open covering {C 1,C2,... } of M with
f(~) $ Cs for ~ ~ a s ' Since the space is compact , this covering contains a
finite open covering {C " ,,,,,C j } of M. By the definition of the directed set G

1 n
there is y E G with Y ~ a j1,...,a js • Then f(~) $ Cs for ~ ~ a s and y ~ as im-
plies f(~) $ Cs for ~ ~ y .With M c C j u ...u C j this also implies f(y) $ M. By the

1 n
definition of the net f : G --+ M, however, f(y) E M. The contradiction shows
that , contrary to the assumption, every universal net in M converges.

(2) Let every universal net in M be convergent. Property (K2) of compact sets
is used to show that in this case the set M is compact.

Let S = {S l ' S2"" } be a closed section of M. Let every finite subsection of S
be non-empty. Without loss of generality it is assumed that together with any
two sets Sj' SmE S their intersection Sj n Smis also contained in S. The set
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S is ordered by inclusion, that is Sj ;::: Sk := Sj !: Sk' The set S is directed,
since for arbitrary elements Sj and Sk it contains the element Sm= Sj n Sk
with Sm;::: Sj and Sm;::: s..
A mapping f : S~ M with f( Sj) = xj E Sj is a net. By property (U2) in Section
5.10.4 f possesses a universal subnet f 0 h : H~ M with a final mapping
h : H~ S with h(a) = Sa and f 0 h (a) = f(Sa) = xaE Sa' Since h is final, for
every SaE S there is a ~ E H such that h(y) ;::: Sa for all y ;:::~, and hence
Sy !: Sa and xyE Sa for all y ;::: ~.

By hypothesis the universal net f 0 h converges to a limit x. Since by hypothe­
sis the set Sa is closed, by property (K1) in Section 5.10.4 the limit x is a point
of Sa' But x E Sa for all a implies x E n Sa' Hence the infinite intersection
S1 n S2 n... is non-empty, and then property (K2) in the present section im­
plies that the set M is compact.

Proof K7 : The projection rt : M x N~ N is closed if the space M is compact.

Let (M x N ; P) be the product space of the topological spaces (M ;T) and (N ; S ).
By definition, the mapping n : M x N~ N is closed if the image n(A) of every closed
subset A!: M x N is a closed set in (N; S). Thus every y E N- n(A) must have an
open neighborhood V !: N- n(A).

Since the set A is closed, M x N- A is open. Fix a point yEN - n(A), and then
consider the point (x, y) EM x (N- n(A))!: M x N - A for every point x E M. This
point possesses an open neighborhood T, x Sx with x E Tx E T, YE S,E Sand
(Tx x Sx) n A = 0.The sets T, for all x E M form an open covering of M, since every
point of M is contained in at least one of these sets. Since the set M is compact,
this covering contains a finite open subcovering {Tx1,...,Txn}. The intersection
V := SX1n ...n SXn of the corresponding open sets of N is open and contains the
point y, that is y E V. Using (Tx; x Sx;)n A = 0 one obtains:

(M x V)n A = ((TX1u ...uTxn) x (Sx1n ...n Sxn)) n A

((TX1x Sx1) n A)n n((Tx1x Sxn) n A) u ... u

((Txn x Sx1) n A)n n((Txn x Sxn) n A)

o
But (M x V)n A = 0 implies n(M x V u A) !: n(M x V) n n(A) = Vn n(A) = 0, and
hence V!: N - n(A) . Thus every point yEN - n(A) possesses an open neighbor­
hood V in N - x(A). The set N - n(A) is therefore open, and hence the set n(A) is
closed.
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Proof K8 A net in a product space M := M1x ... x Mnconverges to a point x if
and only if for every i its compos ition with the projection Pi: M ---+ M j
converges to the i-th coordinate of x.

(1) Let the net f : G ---+ M with f(a) = xa = (xa1,...,xan) converge to the point x =
(x, ,... ,x n). The composition PjO f of the net with the projection Pj : M ---+ Mj
yields the net f j : G---+ Miwith fj(a) = Pjof(a) = Pj((xa1'...'xan)) = xaj. Let Uxi
be an open neighborhood of xai. By virtue of the continuity of the projection
Pj' the preimage U, of Uxj is an open neighborhood of the point x(l ' that is
Uxj = Pj(U x)' Since the net converges to x, f has a final segment in the
neighborhood Uxof x : There is an a E G such that f(~) = xBE U, for all ~ ~ a
in G. The final segment of f in U, corresponds to a final segment of f j in Uxj
with f j(~) E UXi for ~ ~ a . Hence fj converges to x j.

(2) Let each of the nets f j : G---+ Mj converge to a point XiE Mj . Then in every
neighborhood Uxiof Xithe net f j has a final segment with fi (~) E Uxi for ~ ~ ai .
The mapping f : G ---+ M with f(a) = (xa1' xa2 , ... ) and xai = fj (a) is a net. Every
neighborhood of a point x = (x; , X2,... ) in M contains a basis element Ux=
UX1x UX2x of the product space. For Ux the directed set G contains an
a ~ a1, a2, such that f j W) E Uxj for all ~ ~ a, that is f(~) E Ux for ~ ~ a.
Hence the net f converges to the point x of M.

Proof K9 : A product space is compact if its factors are compact spaces.

Let a space M be the product M1x ... x Mnof compact spaces Mj. Let the mapping
f : G ---+ M be a universal net, and let the mapping Pj: M ---+ Mj be a projection. Then
by property (U1) of universal nets in Section 5.10.4 the composition Pjof is also
a universal net. By property (K6) the universal net Pjof converges, since the space
Mj is by hypothesis compact. Let its limit be xi' Then by property (K8) the net f con­
verges to a point x whose i-th coordinate is xj . Since the universal net f : G ---+ M is
arbitrary, every universal net in M is convergent. By property (K6) the space M is
compact.

Proof K10: Every compact Hausdorff space is regular.

Let C be a closed subset of a compact Hausdorff space (M ; T). For arbitrary points
x E C and y E M - C the Hausdorff space M contains disjoint open neighborhoods
Tx and Sx such that XE Tx, yE Sx and Txn Sx = 0.

The closed subset C of the compact space M is compact by (K3). Hence there
are points x., ...,XnEC such that {TX1,...,Txnl is a finite open covering of C. Let

Ty = Tx, u ...u TXn and Sy = Sx, n ...n Sxn. Then y E Sy, C c.;;;Ty and Tyn Sy = 0.
Hence M has the properties of a regular space .
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Proof K11: Every compact Hausdorff space is norma l.

Let C1 be a closed subset of a compact Hausdorff space (M ; T). Since the space M
is regular by (K10), for an arbitrary point x E C1 and a closed subset C2 c M - C1
there are disjoint open sets Tx and Sx such that x E Tx, C2 C Sx and Tx n Sx = 0.

The closed subset C1 of the compact space M is compact by (K3). Hence there
are points Xl'"' ' XnE C1 such that {TX1,...,Txn} is a finite open covering of C1. Let
Te = TX1u ...uTxn and Se= SXln ...nSXn· Then C1 !: Te, C2 !: Seand TenSe= 0.
Hence M has the properties of a normal space.

Proof K12: The union of a finite number of compact sets is compact.

Let the sets M1,. .. .M, be compact, and let their union be M = M1u ...uMn. Let
C = {C 1,C2, ...} be an arbitrary open covering of M, and let the subset of C which
forms an open covering of Mj be Ai = {Aj1,Ai2 ,. .. }. Since Mi is compact, A j contains
a finite subcovering Ei = {A jk1 , .. . , A iks }' The union E = E1 U ... U En is a finite subset
of C which covers M. Since an arbitrary open covering C of M contains a finite sub­
covering E, the set M is compact.

Proof K13: The intersection of an infinite number of compact subsets of a Haus-
dorff space is a compact set.

Let the subsets M1, M2 , ... of a Hausdorff space (M; T) be compact. Then by (K4)
the sets M1, M2 , ... are closed. By (M6) in Section 5.2, the intersection of an infinite
number of closed sets is a closed set A = M1n M2 n ... . By (K3), the closed subset
A of the compact set M1 is a compact set.

Example 4 : The compact unit cube in Rn

The point set In = {(Xl ' .. ., Xn) E Rn I 0 :::;; Xi :::;; 1 } with the natural relative topology
of Rn is called the unit cube. The unit cube is the n-fold product of the closed unit
interval 11, that is In = 11 x ... x 11 (n-fold). In Example 2 the unit interval 11 is shown
to be compact. It follows by property (Kg) of compact sets that the product space
In is compact.
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5.11.2 COMPACT METRIC SPACES

5.11 .2 Compactness: Compact Metric Spaces

Introduction : In complete metric spaces, defined in Section 5.10.1 , every fun­
damental sequence has a limit. In Section 5.11.1, every net in a compact space
is shown to possess a convergent subnet. The question arises whether there is
a connection between completeness and compactness of a metric space.

Every sequence in a metric space is a net , every subsequence is a subnet. By
contrast, a net n : G -.. M is generally not a sequence. Thus the existence of con­
vergent subnets in compact spaces does not necessarily imply the existence of
convergent subsequences in compact metric spaces. Aconnection between com­
pleteness and compactness can only be drawn in totally bounded metric spaces.

Sequences and nets : A sequence f : N -.. M is a mapping from the natural
numbers N, a net n: G -.. M is a mapping from a directed set G. The natural num­
bers N are a directed set. Thus every sequence is a net. A directed set G generally
does not possess the order structure of the natural numbers N. Thus not every net
is a sequence. The properties of sequences can therefore generally not be trans­
ferred to nets .

Bounded set : Asubset of a real space Rn is said to be bounded if it is contained

in an open cuboid On'

0n:={(x1' oO. ,Xn) E Rn IX jE ]a,b[ /\ a.b e R }

Totally bounded metric space : The completeness of a metric space does not
imply that every open covering of the space contains a fin ite subcovering. Hence
a complete metric space is not generally compact. To establish a connection be­
tween completeness and compactness, the concept of a totally bounded metric
space is def ined . A metric space (M ; d) is said to be totally bounded if for every real
number E > 0 the set M can be covered with a finite number of e-balls.

Properties of compact metric spaces : For a metric space, the following state ­

ments are equivalent:

The space is compact.

The space is complete and totally bounded.

Every sequence in the space contains a convergent subsequence.
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This equivalence follows from a subset of the following statements:

(M1) In a compact metric space every sequence contains a convergent sub­
sequence.

(M2) If every fundamental sequence in a metric space contains a convergent sub­
sequence, then the space is complete.

(M3) If every sequence in a metric space contains a convergent subsequence,
then the space is totally bounded.

(M4) Let a metric space be complete and totally bounded. Then every sequence
contains a convergent subsequence.

(M5) Let a metric space be complete and totally bounded. Then the space is
compact.

(M6) A subspace of a real space (Rn ; d) is compact if and only if it is closed and
bounded.

Proof M1 : In a compact metric space every sequence contains a convergent
subsequence.

Let a metric space (M ; d) be compact , and let f: I\J ~ M be a sequence which con­
tains no convergent subsequence. Then every point x E M has an open neighbor­
hood U, which contains only a finite number of terms of the sequence f, since x
is not an accumulation point of the sequence. The compact space M can be cov­
ered by a finite number of these neighborhoods Ux . Hence the sequence f is finite.
Since this contradicts the definition of a sequence, it follows that, contrary to the
assumption, the sequence contains a convergent subsequence.

Proof M2 : If every fundamental sequence in a metric space contains a conver-
gent subsequence, then the space is complete.

Let the sequence f: I\J ~ M be a fundamental sequence in a metric space (M; d).
Then for every real number e > 0 there is a natural number no such that d(Xi' Xm)
< 0.5 e for i,m ~ no. Since f contains a subsequence with limit a, there is a
natural number s ~ no such that all terms xn with n ~ no as well as the limit a lie
in the open ball D(xs' 0.5 f) :

d(x n, xs) < 0.5 f A d(a, Xs ) < 0.5 e

For all n ~ no, property (M4) of a metric implies that the terms xn lie in the open
ball D(a, f). Thus f converges to the point a. Hence the space is complete .

d(a,xn) :5 d(a,xs)+d(xn,xs) < f
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Proof M3 : If every sequence in a metric space contains a convergent sub-
sequence , then the space is totally bounded.

Let every subsequence in a metric space contain a convergent subsequence. As­
sume that the space is not totally bounded . Then by definition there is a real num­
ber E > 0 such that M cannot be covered by a finite number of a-balls. Forn given
points x1"",xn E M, a point xn+ 1 may therefore be chosen which does not lie in
the union D(x 1 , E) U ... UD( Xn' E). In this way, a sequence f: I'll --+ M with f(k) = Xk is
constructed such that d(xi , Xj) ~ E for all i, j. In contradiction to the hypothesis, the
sequence f does not contain a convergent subsequence. Thus contrary to the as­
sumption the space M is totally bounded .

Proof M4 : Let a metric space be complete and totally bounded. Then every se-
quence contains a convergent subsequence.

Let f : I'll --+ M be an arbitrary sequence in a metric space (M; d). Since M is totally
bounded, there is a finite open covering of M with t-balls D(x i, 1). One of these
1-balls contains an infinite number of terms of the sequence f. Let this 1-ball be B1.

If M is now covered with a finite number of !-balls, there is a !-ball B2 such that
B1n B2 contains an infinite number of terms of the sequence f. By continuing this
process for n = 1,2,3,..., one obtains an ~-ball Bn such that B1n ...n Bn contains
an infinite number of terms of the sequence f.

For every radius ~ with n E N, there is thus at least one set B1n ...n Bn which
contains an infinite number of terms of the sequence f. In each of these sets, a term
of the sequence f is chosen and designated by xn. Then h := <X1' x2 , ... > is a
subsequence of f. The subsequence h is fundamental. For every E > 0 there is an
no E I with ~o < ~. Let the center of Bno be a. Then

. /\ Ixi - xk I :s; IXi - a I+ Ixk - a I < ~ + ~ E
l,k2:no

Since the space M is complete by hypothesis, the subsequence h converges .
Hence every sequence in (M ; d) contains a convergent subsequence .
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Proof M5 : Let a metric space be complete and totally bounded. Then the space
is compact.

Let C = {C l' C2 ' ... } be an arbitrary open covering of a metric space (M ; d). Con­
sider the unions Ak := C1 U ... U Ck. Assume that Ak ¢ M for all kE N

I
. Then xk'i Ak

may be chosen for each k E NI
. By (M4), the sequence <Xl' X2 ,... > contains a con­

vergent subsequence. Let X be the limit of this subsequence. Since C covers M,
the point x lies in at least one open set Cm. Since Cm is open, an entire a-ball B
with center x lies in Cm. For i ~ m, the terms Xi do not lie in B since B s;Cms;Ai'
This contradicts the fact that a subsequence of <X1' x2 ,... > converges to x. Thus,
contrary to the assumption, Ak= M for some kE NI. Then {C 1' ... , Ck } is a finite
open subcovering of C. Hence M is compact.

Proof M6 : A subspace of a real space (R n ; d) is compact if and only if it is closed
and bounded.

(1) Let the subspace A of a real space (R n ; d) be compact. By property (K4) of
the Hausdorff space R " . the set A is closed. The e-batls 0(0, r) with r = 1,2, ...
form an open covering of A. Since A is compact, this covering contains a finite
subcovering. This implies that A is contained in one of the e-balls and is there­
fore bounded.

(2) Let the subspace A of a real space (R n ; d) be closed and bounded. Then A
is contained in an s-hall 0(0,r). This e-ball is a subset of the cube
W := [- r, r] x ... x [- r, r] (n-fold). There is a continuous mapping f : In --+ W
from the compact unit cube In (see Example 4 in Section 5.11.1) to W. By
property (K5), the cube W is therefore compact. Hence A is a closed subset
of a compact set, and therefore compact by (K3).

Example : Maximal values of real-valued mappings

Let the mapping f : M --+ R from a compact space (M ; T) be continuous. Then by
property (K5) of compact spaces the image f(M) is compact. The preced ing proof
shows that f(M) is closed and bounded. Hence there is a finite least upper bound
fmax of f(M). Since the set f(M) is closed , the value fmax is contained in f(M).
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5.11.3 LOCALLY COMPACT SPACES

Introduction : Euclidean spaces are not compact. However, every point of a eu­
clidean space has a compact neighborhood. The question arises whether this local
compactness has an essential influence on the properties of the non-compact
space. In the totlowlnqit is shown that such locally compact spaces may be com­
pactif ied by forming the union of the underlying set with a one-point set disjoint
from the underlying set.

Locally compact space : A topological space (M ;T) is said to be locally com­
pact if every point x E M has a compact neighborhood. Locally compact spaces
have the follow ing properties:

(L1) In a locally compact Hausdorff space (M ; T) every neighborhood of a point
x E M contains a compact neighborhood of x.

(L2) Every locally compact Hausdorff space is regular .

Proof L1 : In a locally compact Hausdorff space (M ;T) every neighborhood of
a point x E M contains a compact neighborhood of x.

Let U be an arbitrary neighborhood of x in M. Since M is locally compact, there is
a compact neighborhood A of x in M. However, this is not necessarily conta ined
in U. In the following, the intersection A n U is shown to contain a compact neigh­
borhood C of x.

By the defin ition of a neighborhood, there are open sets T1 , T2 with x E T1 ~ A and
x E T2 c U, and hence there is an open set Ts = T1 n T2 with x E Tsc A n U. By
property (K4) in Section 5.11 .1, the compact subset A of M is closed. The open set
Ts is contained in the closed set A. Hence the closure H(Ts) is contained in A. The
closed set H(Ts) is compact by property (K3) in Sect ion 5.11.1, since A is compact.

By property (H3) in Sect ion 5.9, the subspace H(Ts) of the Hausdorff space M is
also Hausdorff. By (K10) , the compact Hausdorff space H(Ts) is regular. By prop­
erty (R2) in Section 5.9, the regular Hausdorff space H(Ts) possesses a closed
neighborhood C of the point x which is contained in the open set Ts' Since H(Ts)
is compact, C is compact by property (K3) . Since C c Ts~ U, it follows that every
neighborhood U of x contains a compact neighborhood C of x.

Proof L2: Every locally compact Hausdorff space is regular.

By (L1), the compact neighborhoods of a point x in a Hausdorff space (M ; T) form
a neighborhood basis at the point x. By property (K4) in Sect ion 5.11.1, each of
these compact neighborhoods is closed. Hence the closed neighborhoods of x
form a neighborhood basis at the point x. By property (R2) in Section 5.9, the space
M is therefore regular.
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Compactification : A locally compact Hausdorff space (M ;T) may be extended
to a compact space (N; S). A point 00 is defined which is not contained in M. The
underlying set N of the compactified space is the union MU{ 00 } of the underlying
set M with the one-point set { oo}. The topology S contains all sets of the topology T
as well as the complement 0 j:= N - Cj of every compact subset Ci of M. The set
of the complements N - Cjcontains the underlying set N. The compact Hausdorff
space (N ; S) is called the one-point compactification of (M; T).

N=Mu{ oo} /\ oo $ M

S = T u { N - c, I Cj k M is compact}

The following properties of this construction are proved in the following :

(C1) The set S is a topology.

(C2) The space (N ; S) is compact.

(C3) The space (N ; S) is a Hausdorff space.

Proof C1 : The set S is a topology.

(T1) The set S contains the underlying set N and the empty set 0E T.

(T2) The intersection of two elements of S is again an element of S. Three cases
arise :

(a) The intersection of two elements of T is by definition again an element
of T, and hence of S.

(b) The intersection of two elements OJand Ok is given by OJ n Ok=
(N - Ci ) n (N - Ck) = N - (C j u Ck). Since by property (K12) the union
of the compact sets Cj and Ckis compact, N - (C, UCk) is by definition
an element of S.

(c) The intersection of an element TjET and an element Ok is given by
T j n Ok= Tj n (N - Ck) = Tj- Ck. By (K4), the compact set Ck in the
Hausdorff space M is closed. Therefore T j- Ckis an open set in M, and
hence an element of S.

It follows by induction that the intersection of any finite number of elements
of S is again an element of S.

(T3) The union of an arbitrary number of elements of S is again an element of S.
Three cases arise:

(a) The union of an arbitrary number of elements of T is by definition again
an element of T, and hence of S.

(b) The union of an arbitrary number of elements OJ' Ok' ... is given by
OjUOku ... =(N-Cj) u(N -Ck)u ... =N-(Cj nCkn ...). By (K13) the
intersection Cjn Ckn ... is a compact set. Hence N - (C, n Ckn ...) is an
element of S.
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(c) For an arbitrary union of elements of S, results (a) and (b) are sepa­
rately applied to the two types of elements to obtain a set T j and a set
N - Cm . The complement of the union of these sets is given by

N - (T, U (N- Cm )) = (N - Tj ) n Cm

The set M - T j is closed in M. By (K4), the compact set Cm is also closed
in M. Thus (M - Tj ) n Cm is a closed subset of the compact set Cm , and
is therefore compact by (K3). But (M - T j ) n Cm = (N - T j ) n Cm , since
00 rt:. Cm . Thus the set (N - T j ) n Cm is compact, and hence its comple­
ment T,U (N - Cm) is an element of S.

Proof C2 : The space (N ; S) is compact.

Let {U l' U2 , . .. } be an open covering of the space (N ; S). Let the point 00 be con­
tained in the open set U co . Then U co is of the form N - Ck . The set N - U co = Ck
is compact, and hence there is a finite subcovering {U, ,...,Uj } of N - U co . Thus the

1 n
open covering {U 1,U2, ...} of N contains the finite subcovering {U »; Uj , • • •.U, }.

1 n

Hence N is compact.

Proof C3 : The space (N ; S) is a Hausdorff space.

In the locally compact set M, a point x has a compact neighborhood , which does
not contain the point 00, since 00 is not a point of M. The complement of this
neighborhood is open and contains 00 • Hence every pair of points x, 00 satisfies the
condition for a Hausdorff space. Since (M ;T) is already a Hausdorff space and
N = Mu{ oo }, it follows that (N; S) is also a Hausdorff space.

Example: Compactification of the real axis R

p = f( 00 )

I:J - - - fl:~ fl')
/\12,

i I f(b) ·,

" . -.R abc

K

N= R U{ oo}

(1) The real axis R with the natural topology T is unbounded and therefore not
compact. Every point on R has a compact neighborhood. Thus R is locally com­
pact. The real axis is compactified by forming the union N = R U{oo}. The point 00

may be regarded as an infinitely remote point. The topology S of N is obtained by
augmenting the natural topology T of R by the complements of all compact sub­

sets Cj of R. The space (N ; S) is compact.

N R U {oo }

S = T U {N - Cj I C, is a compact subset of R }
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(2) The boundary K of a circle with the relative topology Q with respect to the real
plane R 2 is a bounded, closed subset of R 2, and hence a compact space (K ; Q).
The mapping from the real axis R to the boundary K which is illustrated below is not
topological, since it is not bijective: The pole p of K does not have a preimage in iR .
By contrast, the mapping f : N~ K from the compactification N of R to K is a topo­
logical mapping. The preimage of the pole p is the point 00. The open sets of the
topology Q on K are the images of the open sets of the topology 8 on N.

p

.:I \

/ \
. .

I f(S j) \
l '.

- - --<d br-- - -
s, • •

8 j is an open set of the
natural topology T on R

em
8 m is the complement of the
compact subset em of R
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5.12 CONTINUITY OF REAL FUNCTIONS

5.12 Continuity of Real Functions

Introduction : In Section 5.6 the continuity of a mapping f : M --+ N between
general topological spaces (M; T) and (N; S) is defined using the properties of
open sets. For metric spaces, there is a special definition of continuity based on
the properties of accumulation points of sequences. This definition is particularly
suitable for studying the continuity of real functions. The limits of real functions and
the properties of continuous real functions are treated in the following.

Real functions : Let A and 8 be subsets of the real axis R equipped with the
natural topology. A mapping f: A --+ 8 is called a real function.

f:A--+B

f(A) = {f(x) I xEA}

G = {(x , f(x)) I xEA}

real function

image of the function f

graph of the function f

Types of functions :

(1) Polynomial of n-th degree:

(2) Identity function :

11R : R--+ R

n .
with f(x) = I Cj x'

i=O

with f(x) = x

(3) Rational function :

f : (R - L) --+ R with f(x) = t~o cj xi} / {Jo bs xs
}

The set L contains the solutions of the equation ~ bs yS = 0 :

c., bs E R
i, SE N

cn' bm ;" 0

Bounded function : A function f : A --+ R is said to be bounded from above if its
image f(A) has an upper bound. The function is said to be bounded from below if
f(A) has a lower bound. The function is said to be bounded if it is bounded from
above and below.
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Special real functions

f(x)

___f_(X--;:!}- _
Heaviside function

f(x) = 0 for x < 0

f(x) = 1 for x ~ 0

f(x) ...

modulus function

f(x) = -x for x < 0

f(x) = x for x ~ 0
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Constructed functions : Real functions f : A ~ IR and g : B ~ IR may be used
to construct new functions:

sum function f + 9 AnB~ 1R with (f + g)(x) f(x) + g(x)

difference function f - 9 AnB~ 1R with (f - g)(x) f(x) - g(x)

product function f • 9 AnB~ 1R with (f • g)(x) f(x) • g(x)

quotient function fig C ~ IR with (f / g)(x) f(x) / g(x)
C = A n B - {y I g(y) = O}

composition go f A ~ IR with (g 0 f )(x) g(f(x))
if f(A) c B

modulus function If I A ~ IR with If I(x) = jf(x) I

Basic sequence: A sequence 9 : N ~ M is called a basic sequence at the point
a E M if the sequence 9 converges to a and a is not a term of the sequence. The
point a is an accumulation point of M - {a}. There are no basic sequences at an
isolated point a. There is more than one basic sequence at an accumulation point.

9 is a basic sequence := g(n) E M- {a} /\ lim g(n) = a
n- ao
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Limit of a function Let f : A ~ R be a real function, and let a be an accumula­
tion point of A - {a}. Then every basic sequence < x.. x2, ... > at the point a has
an image <f(x1) , f(x 2) , ... >. The limits of the sequences <f(x1) , f(x 2) , ... > of function
values will generally be different for different basic sequences . A point b is called
the limit of the function f at a if the sequences of function values for all basic
sequences have the same limit b . It is not required that the limit b be equal to the
function value f(a).

limf(x) = b := (( lim xn = a 1\ /\ (x, ~ a)) = lim f(x n) = b)
x--a n-- oo nE N n-- oo

Left and right limits : The basic sequences at a point a on the real axis R may
be restricted to points which lie only to the left or only to the right of the point a .
In this case they are called left and right basic sequences at point a, respectively.
A point b1 is called the left limit of the function f at the point a if the sequences of
function values of all left basic sequences at the point a have the limit b.. A point
b2 is called the right limit of the function f at the point a if the sequences of function
values of all right basic sequences at the point a have the limit b2 . The left limit b,
and the right limit b2 at the point a need not coincide.

Establishing the limit of a function: Let f : A ~ R be a real function, and let a
be an accumulation point of A - {a}. The real number b is the limit of f at a if and
only if for every real number E > 0 there is a real number 6 > 0 such that for all
x EA - {a} the inequality Ix - al < 6 implies the inequality If(x) - bl < E for the func­
tion values.

/\ V /\ (lx - a] < 6 = If(x) - b ] < E)
£> 0 0> 0 XEA-{a}

Theorems for limits : Let the limits of the functions f : A~ R and g : B~R at the
point a be lim f(x) = s and lim g(x) = t, respectively. Then constructed functions

x--a x--a
have the following limits:

lim (f(x) + g(x)) lim (f + g)(x) s + t
x-a x-a

lim (f(x) - g(x)) lim (f - g)(x) s - t
x-a x-a

lim (f(x) • g(x)) lim (f • g)(x) s • t
x-a x-a
r f(x) lim (~) (x) s if t ~o1m - Tx-a g(x) x-a

lim If(x)1 - lim If I(x) lsi
x-a x-a
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fix)

~
---

I -- I
• - I I
b I I I

I I I I
I I I I I

a 4- x

limitb
not defined on the left

fix) ...
b

i

-+a- x

limitb
defined on the left and right

f(x)+
b

i

-+a _ x

limit b
function value f(a) = b

fix)

L
b

i

-+a- x

limitb
function value f(a) ~ b

fix)

-+ a - x

left limit bl
right limit b2
function value f(a) =b2

fix)

b ----1
I
I
I
I

a

limit not defined
a is not an accu­
mulation point

(a,b)

x

Continuity : Let f: A~ IR be a real function with the limit lim f(x) = b. The limit
x-a

b and the function value f(a) at a point a need not coincide. Funct ions whose value
f(a) at the point a may be approximated to arbitrary precision by sequences <f( x.) ,
f(x2 ) , .. .> of function values for suitable bas ic sequences <Xl' x2 , . . .> therefore
possess a special property. In the proof of the following theorem, this property is
shown to be the continuity of topological mappings already defined in Section 5.6.

Continuous mapping : Let X be a subset of the metric space (M ; T), and let Y
be a subset of the metric space (N ; S). A mapping f : X ~ Y is continuous if and only
ifforevery subsetAcx the image f(x) of every contact pointx of A is a contact point
of the set f(A) ~ Y.

A contact point of a set is either an inner point or a boundary point of that set. Hence
the mapping f: X~ Y is continuous if and only if for every subset A~X the image
f(x) of every point x of the closure H(A) is a point of the closure H(f(A)).

f: X~ Y is continuous ¢;> 1\ 1\ [f(x) E H(f(A))]
A(;;X XEH(A)

¢;> 1\ [f(H(A)) ~ H(f(A))]
A(;;X
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Letacontact point a EO A be anaccumulationpoint of A 0 Leta real function f : A -'> R
be continuous. Then the function value f(a) may be approximated to arbitrary preci­
sion by sequences < f(x.) , f(x2) , ... > of functionvalues for suitable basicsequences.

Proof : A function f : X -'> Y is continuous if and only if for every subset A ~ X the
inclusion f(H(A)) ~ H(f(A)) holds.

(1) Let the mapping f : X -'> Y be continuous. From f(A) ~ H(f(A)) it follows that :

A ~ f- 1
0 f(A) c f-1(H(f(A)))

Since the closure H(f(A)) is closed and the mapping is continuous, it follows
that f-1(H(f(A))) is also closed. Hence:

A c H(A) ~ f-1(H(f(A)))

H(f(A)) c f 0 f-1(H(f(A))) = H(f(A))

(2) Let f(H(A)) c H(f(A)) for the preimage A = f-1(C) of every closed set C ~ Y.
Then A is shown to be a closed set. Substituting A = f- 1(C) yields :

f(H(A)) = f(H(f-1(C))) c H(f 0 f-1(C)) = H(C) = C

H(A) c f-10 f(H(A)) ~ f-1(C) = A

A~ H(A) and H(A)~ A implies A = H(A). Thus the preimage of every set C
closed in Y is a set A closed in X. It follows that the preimage of every set open
in Y is open in X. Hence the mapping f : X -'> Y is continuous.

Establishing the continuity of a function : Let f : A -'> B be a real function, and
let a be an arbitrary point in A. The function f is continuous in a if and only if for every
E > 0 there is a b > 0 such that for every x EO A and [x- a] < b one has If(x) - f(a)1< Eo

lim f(x) = f(a)
x-a

/\ V /\ (lx - a ] < b => If(x) - f(a) I < E)
E> O 1\ > 0 xE A

Proof : Establishing the continuity of a function

(1) Let the mapping f : A -'> B be continuous at the point a EO A. For any E > 0 the
e-ball D(f(a), E) is an open set. Hence C = B n D(f(a), E) is an open set of the
relative topology of B. Its preimage f-1(C) is open by hypothesisand contains
the point a. Hence there is a neighborhood D(a, 6)n A c f-1(C). For every
point x of this neighborhood x E A and [x - a]< 6. But x E A implies f(x) E C,
and hence If(a) - f(x)1< Eo
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(2) Assume that for every £ > 0 there is a 0 > 0 such that for every x E A and
[x - a l < 0 the condition If(x) - f(a) I< £ is satisfied. It is to be proved that the
preimage of every set open in B is open in A. Let 8 be an open set of the rela­
tive topology of B. For a point a Ef-1(8) in its preimage, f(a) E 8 . There is an
£ > 0 such that O(f(a), s) n B ~ 8 is an element of the relative topology of B.
Forthis e there is by hypothesis a 0> 0 such that for every point x E O(a, 0) n A
one has f(x) E O(f(a), e) n B ~ 8 . From f(x) E 8 for all x E O(a, 0) n A it follows
that O(a, 0) n A is contained in f-1(8). Thus every point a Ef-1(8) is contained
in an element O(a, 0) n A of the relative topology. Hence the preimage f-1(8)
of the open set 8 is open in A : The mapping f is continuous.

Uniform continuity : The value f(a) of a continuous real function f: A -... R at
the point a may be approximated to an arbitrary precision Eo The approximation
of f is regarded as equally good at all points of A if for all £ > 0 the value 0 > 0 may
be chosen independently of a EA . Then the following statement holds (note the
order of the quantifiers, to be applied from left to right) :

/\ V /\ /\ (Ix - al < 0 = I f(x) - f(a) I < e)
£> 0 0> 0 a EA xEA

The function f is then said to be uniformly continuous on A. In the condition for
general continuity on A, the order of the quantifiers for 0 and a is reversed .

Discontinuity of a function : A real function f : A -...R is said to be discontinuous
at the point a of A if f is not continuous at a . The function is discontinuous at a if
and only if there is a basic sequence at the point a whose sequence of function
values does not converge to f(a).

Jump discontinuity of a function : Let the function f : A -... R be real with a left
limit b, and a right limit b2 at a point a in A. If the limits b1 and b2 are different,
then the function f is discontinuous at a . If one of the two limits coincides with the
function value f(a), the point a is called a jump discontinuity of the function.

Sequence of functions: A sequence g : N -... F with g(n) = fn is called a se­
quence of real functions if its terms are real functions fn: R -... R. At a point a E R,
the sequence of functions leads to a real sequence ga: N -... R of function values
with ga(n) = fn(a).

Convergence of a sequence of functions: A sequence < f l' f2 ,.. . > of real func­
tions fi : Ai -... R is said to converge at a point a of the intersection A = A1n A2 n ...
if the sequence < f1(a), f2(a),oo. > of function values at the point a converges.
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Limit function: A sequence < f1 , f2 , .. . > of functions f, : Ai -i> R is said to con­
verge to a limit function f: A -i> R with A = A1n A2 n ... if at every point a of A the
sequence of function values converges to f(a). The limit function of a sequence of
continuous functions is not necessarily continuous.

f : A -i> R with f(a) = lim fn(a)
n--> cc

Uniform convergence of a sequence of functions : A sequence g : r~ -i> F of

functions with g(n) = fn is said to converge to f uniformly on A if for every real
number E > athere is a natural number no independent of a EO A such that for every
n > no the absolute value of the difference of the function values fn(a) and f(a) is
less than E. The limit function of a uniformly convergent sequence of continuous
functions is continuous.

1\ V 1\ 1\ ( lfn(a)-f(a) 1 < E)
£> 0 noE N aEA n >no

Example 2 Continuous and discontinuous functions

f(x)

1is cont inuous
x

f(x)

a
1is continuous

x

I(x)

a x
1is discontinuous

Example 3 Nowhere continuous function

I(x)

-1

f(x) = 1 for x EO OJ
x

f(x) = -1 for x EO (R - OJ )

The real function f(x) takes the value 1 if x is a rational number and the value -1
otherwise. For every point a of R there are bas ic sequences < x. , x2 , ... > with
x2i- 1 EO iIJ and X2i EO (R - i1J ). The corresponding sequence of function values is
<f(x1) , f(x2) , ... > = < 1,-1,1 ,-1 ,... >. Th is sequence diverges. Hence f is nowhere
continuous in R.
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Example 4 : Continuous limit function

The function cos x is the limitfunction of a sequence <f l' f2 ,... > offunctions. Both
the functions f j of the sequence and the limit function cos x are continuous. The
following table shows the sequences of function values for different values of x.

function rc/6 rt/4 rt/2 3rt/4 x

f1 = 1 1.000000 1.000000 1.000000 1.000000 1.000000

x2
0.862922 0.691575 -0.233701 -1 .775826 -3.934802f2 = t, - 2f

x4
0.866054 0.707429 0.019969 -0.491624 0.123910f3 = 12 + 4f

x6
0.866025 0.707103 -0.000895 -0.729272 -1 .211353f4 = f3 - 6f

cos x 0.866025 0.707107 0 -0.707107 -1.000000

Example 5 : Discontinuous limit function

The sequence g : N ~ F of functions with g(n) = fn and fn: IR ~ IR with fn(x) = x"
is considered on the closed unit interval [0, 1]. Every function in the sequence
< f l' f2 '00 ' > is continuous. Nevertheless, the limit function is discontinuous at the
point x = 1.

f1 (a)

f1

12 (a)
f2 x

f3 (a) f3 x2

14 (a) f4 x3

fs(a)
fs x4

0 a x

lim fn(x) = 0 for 0 ~ x <
n- oo

lim fn(x) = 1 for x = 1
n- oo
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6 NUMBER SYSTEM

6.1 INTRODUCTION

The development of numerical algorithms requires knowledge of the algebra ic
structure , the order structure and the topological structure of the sets of numbers
which form the number system . The representation of numerical values in comput­
ers and the errors related to numerical operations also depend on the structure of
these sets of numbers.

The number system is described in the following sections. The axiomatically de­
fined natural numbers form the basis of the number system. The integers are con­
structed such that the addition of integers is invertible , in contrast to the addition
of natural numbers. The rational numbers are constructed such that the multiplica­
tion of rational numbers is invertible, in contrast to the multipticatlon of integers.

The roots of rational polynomials are not necessarily rational numbers. Some of
the roots which are not rational are real numbers. These are defined as open sets
of rational numbers. However, there are also real numbers such as e and Jt which
are not roots of rational polynomials.

Not all roots of rational polynom ials are real numbers . The complex numbers are
therefore introduced as pairs of numbers with real and imaginary parts . In the set
of complex numbers, the roots of every rational polynomial can be determ ined.
The set of complex numbers is extended to the set of quaternions.

Different designations are introduced for the different sets of numbers. The sets
of numbers are constructed by extension , so that :

Ncl cO cR c iC cl-l

N set of natural numbers

l set of integers

o set of rational numbers

R set of real numbers

C set of complex numbers

I-i set of quaternions

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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6.2 NATURAL NUMBERS

Axioms : The set of natural numbers intuitively designated by N = {D, 1,2, ...} is
characterized by the following axioms :

(1) D is a natural number.

(2) Every natural number n has a successor n' .

(3) D is not the successor of a natural number.

(4) Natural numbers with equal successors are equal.

(5) A subset of N is identical with N if it contains the number 0 and if, for every
natural number n it contains, the subset also contains the successor n' .

The set of natural numbers without zero is designated by N' .

Algebraic structure : The inner operations + (addition) and • (multiplication)
on the natural numbers are inductively defined as follows:

addition

multiplication

m+O:= m

rn v t := m

and

and

m +n' = (m +n)'

rn-ri ' = m·n+n

The natural number Dis the identity element of addition. Addition is associative and
commutative. Hence the domain ( N ; +) is a commutative semigroup with identity
element.

The natural number 1 is the identity element of multiplication. Multiplication is as­
sociative and commutative. Hence the domain ( N ;. ) is a commutative semigroup
with identity element.

Multiplication is distributive with respect to addition. Hence the domain ( ~j ; +, . )
is a commutative semiring with Dand 1 as identity elements. The cancellation law
holds in this semiring.

Property Addition + Multiplication '

associative (k + m) + n = k + (m + n) (k · m) · n = k · (m · n)

commutative m+n = n + m m · n = n · m

distributive k · (m + n) = k ·m+k ·n (m + n) · k = m ·k+n ·k

zero element m+O = m m ·O = 0

unit element m + 1 = m' m·1 = m

cancellationlaw m+k=n+k=>m= n k '" 0 => (m . k = n . k => m = n)
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Ordinal structure : The relations s (less than or equal to) and < (less than) in
the set of natural numbers are defined as follows:

m :5 n := V (m + k = n)
k

m < n := (m s n) A (m ~ n)

The relation :5 is reflexive, antisymmetric, linear and transitive. The relation <
is anti reflexive, asymmetric, connex and transitive. Thus the natural numbers are
totally ordered. They are also well-ordered, since every subset of N has a least ele­
ment. The ordinal and the algebraic structure of the natural numbers are compati­
ble, since the monotonic laws for addition and multipl ication hold.

Property Relation ~ Relation <

reflexive m ~m

antireflexive ~(m < m)

antisymmetric m ~ n /\ n ~ m => m = n

asymmetric m <n => ~(n < m)

linear m -s n v n ~ m

connex m;>' n => m <n v n < m

transitive k s m /\ m ~ n => k s n k < m /\ m < n => k < n

monotonic m ~n=m+k ~ n + k m <n =m+k < n + k

k > 0 => (m ~ n = k . m ~ k . n) k > 0 => (m < n = k . m < k . n)

Subtraction : In N, the equation m + x = n can only be solved for the vari­
able x if m :5 n. The solution x is called the difference of nand m. It is designated
by n -m.

Divisor : A natural number b is called a divisor of a natural number a if there is
a natural number n such that a = n- b. This is designated by b Ia (b divides a). A
divisor b is said to be proper if b ~ 1 and b ~ a.

Prime : A natural number m > 1 is called a prime and is said to be irreducible
(prime) if the only divisors of mare 1 and m. There are infinitely many primes. The
set of primes is designated by P.

Proof : There are infinitely many primes (Euclid).

Assume that the set P = {P1 ' ...,Pn} of primes is finite. Then m = P1 . ... . Pn + 1
is a natural number, and m > 1. Since m is not contained in the set P of primes ,
m has a proper divisor. However, none of the primes Pi is a divisor of m, since in
that case Pi would also be a divisor of m - P1 ..... Pn = 1 : This is impossible.
Thus m has a proper divisor P which is not contained in P.The contradiction shows
that there are infinitely many primes.
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Prime factorization : Every natural number m > 1 is the product of primes. A
given prime may occur more than once in this product. The product is unique up
to the order of the factors.

m = P1· P2· ...• Pn

Proof : Every natural number is the product of primes.

The assertion holds for m $ 3. For m > 3, it is assumed that there is a unique prime
factorization for every number less than m, and it is shown that in this case m also
possesses a unique prime factorization.

(1) The number m is shown to be a product of primes. If m is a prime number,
the product consists only of m itself . If m is reducible, then m = a • b with
1 < a, b < m. Since the factors a and b are less than m, by the induction
hypothesis they possess prime factorizations. Hence m possesses a prime
factorization .

(2) It is proved that any two prime factorizations m = P1 ..... Pn and m =
u1..... Us of the same number m are identical. The designations and the

order of the factors are chosen such that Pi $ Pi+1' Uk $ Uk+1 and p1 $ U1.
For P1 = u1, let m':= P2· .... Pn = u2• .... Us with rn' < m. Since the
factorization of m' is unique by the induction hypothesis, the factorization of
m = P1 . rn' is also unique. For P1 < u. , there is a number 1 < k < m such that

k:= m - P1 u2 ... Us = (u, - P1) u2 ... Us = P1(P2'" Pn - u2 ..· us)

The factorization of k is unique by the induction hypothesis and contains the
factor P1' But P1 < u1 implies P1 ~ u1· Hence the term (u, - P1) in the
product k = (u, - P1) u2 ... Us must have the divisor P1' Hence u1 - P1 =
cpv.and thus u1 = (c+1)p1 ·Buttheprime u1 has no divisors. The contra­
diction shows that the prime factorization of m is unique.
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Invertibility of addition : The addition of natural numbers is not generally invert­
ible, since in N the subtraction x = n - m is only admissible for n ;::: m. The set of
integers intuitively designated by l = { ... , -2, -1, 0, 1,2, ...} is constructed such

that subtraction can be carried out without restrictions in Z,

Construction of l : The pairs (m, n) E N x N of natural numbers are partitioned
into equivalence classes [i, k]. All pairs (m, n) E [i, k] have the same difference,
that is m - n = i - k for i;:::k and n - m = k - i for k z i, so that in both cases
m +k = n + i.The set l of integers is the set of all equivalence classes [i, k] in N x N.

Normal representation : The def inition of the integers and the cancellation law
for natural numbers imply [n + i, i] = [n, 0] and [i , n + i] = [0, n]. Hence every
integer may be represented in the normal form [n, 0] or [0, n] with n E N. Integers
with the normal form [n, 0] are said to be positive and are designated by n.lntegers
with the normal form [0, n] are said to be negative and are designated by -n
(minus n). The integer with the normal form [0 , 0] is called zero and is designated
by O. The integer with the normal form [1 ,0] is called one and is designated by 1.

Algebraic structure : The inner operations + (addition) and • (multiplication)
on the integers are defined as follows with respect to the equivalence classes of
pairs of natural numbers :

addition

multiplication :

[ i, k] + [m, n]

[i,k]. [m,n]

[i + m, k + n]

[i • m + k • n, i • n + k • m]

The pair [0, 0] of natural numbers is the identity element a of addition, since
[i, k] + [0, 0] = [i, k]. The pairs [i, k] and [k, i] of natural numbers are additive in­
verses, since [i, k] + [k, i] = [i + k, i + k] and the normal form of [i + k, i + k] is
[0, 0]. Addition is associative and commutative. Hence the domain ( Z ; +) is a com­
mutative group.

The pair [1, 0] of natural numbers is the identity element 1 of multiplication, since
[i, k] • [1, 0] = [i, k]. Multiplication is associative and distributive. Hence the domain
( l ; . ) is a commutative semigroup with 1 as the identity element.

Multiplication is distributive with respect to addition. Hence the domain (z ; +, . )
is a commutative ring with 1 as the unit element. The cancellation law holds as it

does for natural numbers.
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Extension of N : The injective mapping i: N ~ I with i (n) = [n ,O] preserves
structure (is homomorph ic), since i(n + m) = i(n) + i(m) and i(m . n) = i(m) • i(n).
Hence the set N of natural numbers may be extended to the set I of integers by
adding the negative integers. The algebraic structure is thus extended from a com­
mutative semiring to a commutative ring. Subsets of l are designated as follows :

I I integers without zero

I + positive integers

I t positive integers and zero

I - .negative integers

Io negative integers and zero

Subtraction : In the set I of integers, the equation [i, k] + x = [m, n] can be
solved without restrictions . The solution x = [k + m, i + n] is called the difference
of the integers and is designated by [m, n] - [i, k]. In the normal representation of
the integers , correspondingly, a + x = b is solved by x = b - a.

Ordinal structure : The relations :5 (less than or equal to) and < (less than) in
the set of integers are defined as follows :

a :5 b := b - a E N

a < b := a s b 1\ a ~ b

Like the natural numbers , the integers are totally ordered. However, in contrast to
the natural numbers , they are not well-ordered, since there is no least element in
l . As in the case of the natural numbers , the ordinal and the algebraic structure
of the integers are compatible, since the monotonic laws for addition and multi­
plication also hold in I .

Absolute value : The absolute value of an integer a is a positive integer, desig­
nated by Ia I. The absolute value of an integer is determined as follows :

a z 0 = lal a

a < 0 = lal =-a
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Rules of calculation : The operations of addit ion, subtraction and multiplication
can be carried out without restrictions in Z. The rules of calculation for absolute
values follow from the normal representation and the algebraic structure of l .

Sign Absolute value Operation

a E Z: A e s z: a + b = - (Ial + Ibl)

a E t : A b E t : [a] ~ Ibl a + b = [a] - [b]

lal oS Ibl a + b = - (Ial - Ibl )

a E Z: A b E r a . b = lal . [b]

a E l + A b E r: a . b = - [ la] . Ib l )

Prime factorization : The absolute value of an integer n with In I> 1 is a natural
number and therefore has a prime factorization In I = Pi - » p.. The factors Pj are
brought into monotonically increasing order. Equal factors are combined into
powers . The resulting representation of n is unique and is called the normal form
of the prime factor ization.

n=(_1) Eq~, ... q: S n E l l\ ln l >1

q1 < ... < qs prime factors

u 1" " ,us > 0 exponents

(-1) E sign, £ = 0 for n > 0 and £ = 1 for n < 0

p-exponent The occurrence of a prime p from the set P of prime numbers in
the normal form of the prime factor ization of an integer n is described by the
p-exponent vp(n), which is defined as follows:

p qj

p $. {ql, ..·,qs}

=> vp(n) = u j

=> vp(n) = 0

Greatest common divisor: Let M = {n., ...,nd be a finite non-empty set of
integers with nj ~ O. For every number nj a finite numberofthe p-exponents vp(n j )

with p EP differs from zero (almost all p-exponents are zero). For each prime PEP,
the least p-exponent ap = min vp(n.) for nj E M is determined. The product of the
primes with the exponents apcan be determ ined, since almost all exponents are O.
It is called the greatest common divisor of M and is designated by gcd. The gcd
of the set M divides all numbers in M.
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Least common multiple: Let M = {n. ,...,nk } be a finite non-empty set of
integers with nj ~ O. For every prime number p EP the greatest p-exponent
cp = max vp (n j ) for niE M is determined. The product of the primes with the
exponents cp can be determined , since almost all exponents are O. It is called the
least common multiple of M and is designated by lcm. Every number in M divides
the lcm.

Mutually prime numbers : The integers of a set M= {n, ,...,nk } are said to be
mutually prime if there is no prime which divides all nj • Since all natural numbers
can be uniquely factorized into primes, there is no natural number which divides
all the numbers of a mutually prime set. The greatest common divisor is therefore
gcd(n1,...,nk ) = 1.

Division with remainder : For integers a and b with b ~o there is a unique rep­
resentation of a as a multiple of b with a non-negative remainder r which is less
than the absolute value of b .

a =qb+r /\ c s r e I b l

Proof : Existence and uniqueness of q and r in division with remainder

(1) It is shown that for given numbers a and b there are integers q and r which
satisfy the division formula. Since qb = (-q)(-b) and a = qb + r = - a =
(-q - 1) b + (b - r), the proof for a ~ 0 and b > 0 suffices. The statement is
true for a = O. Let it be true for a , so that a = qb + rand 0 s r < b. Hence
a + 1 = qb + (r + 1). For r + 1 < b, this is the division formula. For r + 1 = b,
the division formula is a + 1 = (q + 1)b. Hence the division formula holds
for a + 1. It follows by induction that there are numbers q and r for all values
of a.

(2) The numbers q and r are shown to be uniquely determined. If there are two
representations a e q.b i r, and a =q2b + r2 for the same number a, it
followsthat (q1-q2)b = r2-r1.But Os rj < Iblimplieslr2-r11< Ib l,
so that q1 - q2 =0 and hence r2- r1 = O. Since q1 = q2 and r1 = r2,
the division formula for a is unique.
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Invertibility of multiplication : In the set I of integers, the equation a x = b
cannot generally be solved for the unknown x. If there is a solut ion, it is called the
quotient of a and b and is designated by a lb . The equation 0· x = °has no unique
solution ; the equation °.x = b with b ;r °has no solution at all. A set QJI of num­
bers is sought in which the equation a x = b has a unique solution for any a ;r 0.

Construction of QJI : The pairs (a, b) E I x r of integers are partitioned into
equivalence classes [c, d]. All pairs (a,b) E [c, d) have the same ratio a: b = c: d,
so that a • d = b • c. The set QJI of rational numbers is the set of all equivalence

classes [c, d] in I x I ' .

Normal representation : The definition of the rational numbers and the cancel­
lation law for integers imply [a, b) = [-a,-b] and lac, bc] = [a, b]. Hence every
rational number may be represented in the normal form [a, b] with b > °such that
a and b are mutually prime. A rational number is said to be positive if a > °in its
normal representation, and negative if a < 0. A rational number with the normal
form [a, b] with b > °is also represented as a fraction ~ and designated by p. The
rational number with the normal form [0, 1] is called zero and designated by 0. The
rational number with the normal form [1, 1] is called one and designated by 1.

Algebraic structure : The inner operations + (addition) and . (multiplication)
on the rational numbers are defined as follows with respect to the equivalence
classes of pairs of integers :

addition

rnultipllcation

[a, b] + [c, d]

[a, b] • [c, d]

[a • d + b • c, b • d]

[a· c , b· d]

The pair [0,1] is the identity element °of addition, since [a, b] + [0,1] = [a, b]. The
pairs [a, b] and [-a, b] for b;r °are additive inverses, since [a, b] + [-a,b] =

[0, b2] and the normal form of [0, b2] is [0,1]. Addition is associative and commuta­
tive. Hence the domain ( QJI ; +) is a commutative group.

The pair [1,1] is the identity element 1 of multiplication, since [a, b] • [1,1] = [a, b].
The pairs [a, b] and [b, a] for a, b;r °are multiplicative inverses, since [a, b] • [b, a]
= [a. b, a • b] and the normal form of [a • b, a • b] is [1,1]. There is no pair of inte­
gers which is the multiplicative inverse of the pair [0,1] = : 0. Multiplication is asso­
ciative and commutative. Hence the domain ( QJI - {OJ ; • ) is a commutative group.

MUltiplication is distributive with respect to addition. Hence the domain ( QJI ; + , . )
is a commutative field. The cancellation law holds as it does for integers.
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Extension of I : The injective mapping i: I ~ 0 with i (a) = [a, 1] preserves
structure (is homomorphic), since i(a + b) = i(a) + i(b) and i(a. b) = i(a) • i(b).
Hence the set I of integers may be extended to the set 0 of rational numbers by
adding the fractions. The algebraic structure is thus extended from a commutative
ring to a commutative field. In 0 , the equation [a, 1) • x = [b , 1] for a ~ 0 has the
solution x = [b, a] , which corresponds to the fraction ~. Subsets of 0 are desig­
nated as follows:

0 ' rational numbers without zero

0 + positive rational numbers

ot positive rational numbers and zero

0 - negative rational numbers

0 0 negative rational numbers and zero

Subtraction : In the set 0 of rational numbers, the equation [a ,b] + x = [c, d]
can be solved without restrictions. The solution x = [be - ad, bd] is called the dif­
ference of the rational numbers and is designated by [c, d] - [a, b]. In the normal
representation , correspondingly, p + x = s is solved by x = s - p.

Division : In the set 0 of rational numbers, the equation [a, b] • x = [c, d] can be
solved for any a, d ~ o. The solution x = [bc, ad] is called the quotient of the rational
numbers and is designated by x = [c,d] / [a,b]. In the normal representation,
correspondingly, p- x = s is solved by x = sip.

Rules of calculation : The basic arithmetic operations of addition , subtraction,
multiplication and division can be carried out in 0 without restrictions except for
division by zero.The rules of calculation follow from the normal representation and
the algebraic structure of O .

addition a + .£ ad + bc b,d ~ob d bd

subtraction a c ad - be b.d v Ob a- bd

multiplication a c ac b,d ~ob a- bd

division a / c ad
b,c,d ~ob a- bc
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Ordinal structure : The relation ~ (less than or equal to) and the relation < for
rational numbers are defined as follows :

p ~ s :¢'> p - s ~ 0

p < S :¢'> p ~ s 1\ p;c s

Like the integers, the rational numbers are totally ordered. As for integers, the
ordinal and the algebraic structure of the rational numbers are compatible, since
the monotonic laws for addition and multiplication also hold in I!) . In contrast to the
integers, there are always further rational numbers between two rational numbers
p and s with p;c s, such as (p +s)/2. Every open interval]p, s[ = {q E I!) I p < q < s}
is therefore an infinite set.

Absolute value : The absolute value (magnitude) of a rational number p is a
positive rational number which is designated by Ip Iand is determined as follows :

Ipl p for p ~ 0

Ip I - p for p < 0

Topological structure : The rational space I!) is equipped with metric structure
using the function d : I!) x I!) -- I!) i; with d (p, s) = Ip - s I. The topology of the
metric space I!) is generated by the open intervals ]p, s[ := {r E I!) I p < r < s }.
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6.5 REAL NUMBERS

Irrational numbers : In il) , the linear equation p- x = s with P ;e 0 can be
solved without restrictions. However, the non-linear equation x • x = 2 does not
have a rational solut ion x. For if there were a rational number x with the normal
representation a / band a2 = 2 b2, then a2 would be even , and hence a would
be divisible by 2, so that a = 2n. Then substitution would yield b2 = 2 n2, so that
b would be even. That a and b have the common divisor 2 contradicts the as­
sumption that a / b is the normal representation of a rational number.

Non-linear equations of the form x2 = 2 arise frequently, for example in determin­
ing the length of the diagonal of a square of side length 1. Since they cannot be
solved by rational numbers, a set IR of numbers is sought which includes il) and
contains solutions of equations of the form xP = s with p, s E il) . To define IR , the
concepts of open initial segment and open initial are introduced.

Open initial segment : Let (M ; ::;) and (M ; -c) be totally ordered sets. Then for
every element q EM there is a unique subset which contains all elements of M
which are less than q. Such a subset is called an (open) initial segment in M and
is designated by Sq.

Sq := {x E M I x < q} k M for q E M

Open initial : Let (M ; s ) and (M ; -c) be totally ordered sets. Then a subset
A c M is called an initial in M if for every element a E A all elements x E M with x s a
also belong to A. An initial A without a greatest element is called an open initial in M
(see Section 5.4).

Open initial segment and open initial in il) : The set il) of rational numbers is
totally ordered by the relations ::; and < . Every open initial segment in iQ is an
open initial in il) . But not every open initial in il) is an open initial segment in iQ .

Example 1 : Open initial segment and open initial in iQ

The set S2 = { X E il) Ix < 2} contains all rational numbers which are less than 2.
Hence it is an open initial segment in iQ . For every rational number a E S2' the set
S2 also contains all rational numbers x ::;a. Hence it is an initial in iQ . The set S2
contains no greatest element, since for every positive rational number ain S2 the
greater rational number a+ 2~d also belongs to S2 :

A positive rational number 0 < x < 2 is a quotient of natural numbers c/d with
c, d > O. From 0 < c/d < 2 it follows that 0 < c < 2d , and hence c = 2d - n
with the natural number 0 < n < 2d.
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A positive rational number y > x is formed according to the specif ied rule. The
rule is transformed using c = 2d - n :

y = Q + _1_ = 2d - n + _1_ = 2 _ 1 (n _ .L )
d 2cd d 2cd d 2c

The term n - d in the expression for y is positive since n, c ~ 1 and d< ~ .
For n = 1 and g= 1, it takes the least value ~. This implies y < 2 : c

y = 2 - 1 (n -~) < 2 - .L < 2
d 2c - 2d

It follows from x < 2, Y> x and y > 2 that 82 has no greatest element. Hence 82
is an open initial.

Example 2 : Open initial in Q

The set A = {x E Q I x < 0 V x2 < 2} contains all negative rational numbers
and all non-negative rational numbers x with x2 < 2. It is an initial in Q . The set
A contains no greatest element, since for every positive rational number ain A the
greater number a+ 3~d is also contained in A :

A positive rational number x with x2 < 2 is a quotient of the natural numbers
c/d with c, d > O. It follows from c2/d2 < 2 that c2 < 2d 2, and hence c2 =

2d 2 - n with the natural number 0 < n < 2d 2.

A positive rational number y > x is formed according to the specified rule. The
expression y2 is transformed using c2 = 2d 2 - n :

y c 1
d + 3cd

c2 2 1-+-+-­
d2 3d2 9c 2d2

2 - ~(n-g __1_)
d2 3 9c 2

Th t 2 1" itlve si 1 d 1 1 F - 1 de erm n - "3 - 92 IS POSI ive since n, c ~ an 92 :5 g' or n - an
c = 1, it takes the le~st value ~ . This implies y2 > 2 : c

y2 = 2 - .L (n - g - _1_) :5 2 - _1_ < 2
d2 3 9c 2 9d2

It follows from x2 < 2, Y< x and y2 > 2 that A does not have a greatest element.
Hence A is an open initial in Q . A is not an open initial segment in Q , since there
is no rational number q with q2 = 2.

Construction of R : A set R of real numbers is constructed such that every open
initial in R is an open initial segment in R. An open initial in the set Q of rational
numbers is called a real number. The set R of real numbers is the set of open initials
in Q . Real numbers are designated by lowercase letters such as rand s.
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Representation: A real number which is both an open initial A and an open initial
segment 8 q in 0 is designated by the rational number q. Real numbers which are
not open initial segments in 0 are called irrational numbers. Irrational numbers are
designated by their own symbols, such as j2 or Jt or e. The following diagram
shows selected real numbers with their open initials in 0 on the number line.

I I
2 3

2 := {XE O I x < 2} = 8 2
I I I I
-3 -2 -1 0

-2 := {XE O I x < -2} = 8_2
I 0 I I
-3 -2 -1 0

j2 := {X E O I X<O V x2 < 2}
I I I I
-3 -2 -1 0

I
2

I
3

- j2 := {x E 0 I x < 0 /\ x2 < 2} = {x E 0

I I 0 I I I
-3 ~-fi ~ 0 1

-XE(o-fi)}
I I
2 3

Ordinal structure : The relations :5: (less than or equal to) and < (less than) in
the set of real numbers are defined as relations between open initials in 0 as
follows:

r :5: S := r s: s

r < s := res

r.s e R

Like the rational numbers, the real numbers are totally ordered. In contrast to the
rational numbers, the least upper bound theorem holds for the real numbers :
Every non-empty subset T of R bounded from above has a least upper bound
(supremum). For example, T = {x E R I x2 < 2} has the least upper bound j2.

Algebraic structure : The inner operations + (addition) and • (multiplication)
on the real numbers are defined as operations on open initials in 0 as follows:

addition

multiplication

r+s

r • s

{X+y I XE r /\ YES}

0 - U (x-v X E (r- O-) /\ y E (s- O-)}

for r, s ~ 0
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The open initial So = {XE 0 1x < O} = 0 - is the identity element 0 of addition,
since r + 0 = {x + y I x E r f\ y < O} = r. The real numbers rand - r are additive
inverses, so that r + (-r) = O. Their open initials satisfy:

r is rational => - r S_r

r is irrational => - r = {x I - X E (0 - r) }

Addition is associative and commutative. Hence the domain ( IR ; +) is a commuta­
tive group.

The open initial S1 = {x E O I x < 1} is the identity element 1 of multiplication,
since for r ~ 0 by definition r· 1 = 0 - u {x • y I x E (r - 0 - ) f\ 0 :s; Y < 1} =
0 - u (r - 0 - ) = r. The real numbers rand r-1 are rnultipltcatlve inverses, so that
r· r-1 = 1 for r » O. Their open initials satisfy :

r >O => -1 - U Sr - x- 1
xEiQI- r

There is no real number which is the multiplicative inverse of r = O. The multiplica­
tion of negative real numbers is reduced to the multiplication of non-negative real
numbers and the formation of additive inverses using the relationships r • s =

( - r) • ( - s) = - (r • (- s)) = - (( - r) • s). The formation of multiplicative inverses
of negative real numbers is reduced to the formation of multiplicative inverses of
positive real numbers and the formation of additive inverses using the relationsh ip
r-1 = - ( - r)-1. Multiplication is associative and commutative. Hence the domain
( IR - {O}; .) is a commutative group.

Multiplication is distributive with respect to addition. Hence the domain ( IR ; +, . )
is a commutative field . The cancellation law holds as it does for rational numbers.
The ordinal and the algebraic structure are compatible as in the case of rational
numbers, since the monotonic laws for addition and multiplication also hold in IR .

Extension of 0 : The injective mapping i : 0 --+ IR with i(q) = Sq preserves
structure, since i(r + s) = i(r) + i(s) and i(r • s) = i(r) • i(s). Hence the set 0 of
rational numbers may be extended to the set IR of real numbers by adding the
irrational numbers. The order structure is completed while the algebraic structure
is preserved. Subsets of IR are designated as follows :

IR I real numbers without zero

IR + positive real numbers

IR ti positive real numbers and zero

IR - negative real numbers

IR 0 negative real numbers and zero
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Powers and roots: The algebraic structure of R is extended by taking powers
and roots of real numbers with integer exponents:

powers : rO

rn+1 r • r" n e N, r e R

r- n 1 / rn nE N, r e R '

roots Jr Qr U {x E iQ 6 Ixn< r}
, +

nE N,rE R o
rrn/n ( Jr)rn mE Z+, rE R6

mE Z+ r E R+0,

The powers of real bases with real exponents are defined such that the result
always lies in R6 :

r ~ 1 rS U rP r E R6 ,s ER, PE iQ
pES

o < r < 1

r = 0

(r-1) -s

1 , otherwise Os: = 0

rS1• rS2 rS1+S2

rS1/ rS2 rS1- S2

rS • r~ (r 1 • r2)S1

r~ / r~ (r 1/ r2)S

(rS1)S2 rS1 . S2multiple power

The following rules of calculation hold for powers:

same basis

same exponent

Logarithms : The solution x of the equation rX = s with r, s E R+ and r ~ 1
is called the logarithm of s to base r and is designated by x = loq,s , The abbrevi­
ation Ig s is used for 10glOs , and the abbreviation In s is used for loges . The
following rules of calculation hold for logarithms:

product loq, (S1 • s2) loq, S1 + loq, S2

quotient loq, (S1 I S2) logr S1 loq, S2

power loq, (s') t . Iogr s

root loq, (VS) t .loq, s
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Topological structure of R : In the set Q of rational numbers, not every funda­
mental sequence is convergent. For example, j2cannot be represented by a con­
vergent fundamental sequence in Q . A set of numbers is desired in which every
fundamental sequence of rational numbers converges. By property (F5) in Section
5.10.1, the real numbers defined as open initials have this property. Alternatively,
the convergence of all fundamental sequences in R may be postulated; the real
numbers are then derived as b-adic fractions.

b-adic fraction : A b-adic fraction is a series Xn with the basis b, the exponents
i and the digits ai . If the basis b is fixed, the fraction is uniquely described by its
sequence of digits. The bases 2 (binary system) and 10 (decimal system) are often
used.

n

I a. b-i
i= -k I

ai ' b, k, n E N

x = lim xn E R
n..... 00

b ~ 2

o :5 a j < b

basis of the fraction

digits of the fraction

Every b-adic fraction is a fundamental sequence, since for n ~ m ~ - k and to

in Q + and for sufficiently large m :
n

I a· b- i :5
i=m +1 I

n

. I (b - 1)b- i
I=m +l

n-m-l
(b - 1)b- m - 1 I b-i:5 (b - 1)b- m- 1 _1_ = b-m < to

i=O 1-b-1

Expansion of real numbers : Every non-negative real number x may be ex­
panded into a b-adic fraction. The proof is carried out inductively.

Let k be the least natural number with 0 :5 x < bk+ 1. Consider the partitioning
a= 0 . bk < 1 • bk< ... < b • bk = bk+ 1. There is exactly one natural number a_k
with 0 :5 a_k < b - 1 and x_k = a_k bk such that x_k :5 x < x_k + bk.

Let the digits a_k, ...,an be known for xn :5 X < xn + b-n.Consider the partitioning
Xn < Xn + b-n-1 < Xn + 2b-n-1 < ... < Xn + b . b-n-1. There is exactly one nat­
ural number an+ 1 with 0:5 an+ 1 < b -1 and xn+ 1 = xn + an+ 1 b-n-1 such
that xn+ 1 :5 X < xn+ 1 + b-n- 1. From Ix - xnl < b" for n ~ -k it follows
that lim xn = X.

n..... oo



www.manaraa.com

302 6.5 Real Numbers

Example 3 : Calculation of the square root of a E iQ +

The square root of a is the limit of the following convergent sequence:

Xi+ 1 = ~(Xi+~) iE N,XjE R+

For a = 5 and Xo= 1, the sequence has the following terms :

Xo 1.000 000 000

x1 3.000 000 000

x2 2.333 333 333

xa 2.238 095 238

x4 2.236 068 896

Xs 2.236 067 978



www.manaraa.com

Number System

6.6 COMPLEX NUMBERS

303

Imaginary number : For non-negative real numbers a E R~ , the quadratic
equation x2 = a has real solutions. For negative real numbers a E R-, however,
there are no real solutions . A set C of numbers is sought in which equations of the
form x2 + 1 = 0 can be solved. The solution i of the equation x2 = -1 is called
the imaginary unit. The numbers bi with b E R are called imaginary numbers.

Construction of C : In analogy with the construction of the sets of integers and
of rational numbers, pairs (a, b) E R x R of real numbers are introduced. The set
C of complex numbers is the set R x R of all pairs of real numbers.

Algebraic structure : The inner operations + (addition) and • (multiplicat ion)
on complex numbers are defined using pairs of real numbers as follows:

addition (a,b) + (c,d) (a + c, b + d)

multiplication: (a,b). (c.d) := (a. c - b- d, a· d + b- c)

The pair (0,0) is the identity element of addition, since (a,b) + (0, 0) = (a,b) . The
pairs (a.b) and (-a,-b) are additive inverses, since (a,b) + (-a,-b) = (0,0).
Addition is associative and commutative. Hence the domain (R x R ; +) is a
commutative group.

The pair (1,0) is the identity element of multiplication, since (a,b). (1,0) = (a,b).
The pairs (a,b) and (a/(a2 + b2) , - b /(a2 + b2)) for (a,b) ~ (0, 0) are multiplicative
inverses , since (a,b) . (a/(a2 + b2), -b /(a2 + b2)) = (1,0). Multiplication is asso­
ciative and commutative. Hence the domain (R x R - {(O, O)} ;. ) is a commutative
group.

Multiplication is distributive with respect to addition . Hence the domain
(R x R ; + ,' ) is a commutative field. The cancellation law holds as it does for real
numbers. In Example 1 of Section 3.5, the set of complex numbers is shown to be
a two-dimensional vector space over the field of real numbers.

Extension of R : The injective mapping i : R -+ C with i(a) = (a, 0) preserves
structure (is homomorphic), since i(a + b) = i(a) + i(b) and i(a. b) = i(a). i(b). The
set R of real numbers is extended to the set C of complex numbers by adding the
pairs (a,b) of real numbers with a, b e R and b ~ O. If (a,b) E iC is a complex number,
then a E R is called its real part and b e R is called its imaginary part. Instead of
a pair (a,b) E iC of numbers, the notation a + ib, which derives from the solution of
quadratic equations with real coefficients, is often used. For a E R~ , the quadratic
equation x2 = a has the solutions x1 = (fT8.T, 0) =: M and x2 = (- fI8T, 0) =

- JTi.C;for a E R- the solutions are x1 = (0, fT8.T)=: i fI8T and x2 = (0, - fT8.T)
= - i fI8T.The extension of R to C preserves the algebraic structure. The set iC
without the zero element (0,0) = : 0 is designated by c'.
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Complex plane : Complex numbers z E C are graphically represented in the
complex plane. The number z is specified either by its cartesian coordinates a, b
or by its polar coordinates r, cp. The normal representation can be used instead of
the polar representation.

imaginary axis

2

-4 -3 -2 -1

-1

-2

z

b

real axis
1 2 3 4

normal representation : z

cartesian form

polar form

z
a
b

z

a + ib
re(z)
im(z)

r (cos cp
Izi
arg z

r ei<j>

real part of z
imaginary part of z

+ i sin cp)
absolute value of z : Iz I = Ja2 + b2

argument of z (0 $: cp < 2n:)

exponential function

The reflection of the complex number z with respect to the real axis is called the
corresponding conjugate complex number z.The numbers z and z differ only in
the sign of their imaginary part .

imaginary

2

-4 -3 -2 - 1

- 1

-2

z = a + ib = ri<j>

real
4

z = a - ib = r e-i<j>

Rules of calculation : The basic arithmetic operations of addition, subtraction,

multiplication and division can be carried out in C without restr iction except for

div ision by zero .

addition

subtraction

(a-r ib) + (c s id)

(a r ib) (c-s id)

(a + c) + i (b + d)

(a - c) + i (b - d)
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(a r ib) / (c r id)

multiplication: (a + ib)

division

(c + id) (ac-bd) +

ac + bd
+

c2 + d2

i (ad + bc)

bc - ad
c2 + d2 c,d"'O

z = rei </> r (cos <j> + i sin <j» ZE c'
zn r" ein</> n e !\I

lz''] Izln

arg z" (n •arg z) mod 2n: 0:::; arg z" < 2n:

n/Z zl /n n e !\I'

power

root

If multiplicationand division are carried out in the normal representation,the argu­
ments of the results must be reduced mod 2n: to values in the range 0 :::; <j> < 2n:.

multiplication: Zl · Z2 (r1 ei</>l) . (r2 ei</>2) r1 r2 ei(</>, + </>2)

division : Zl / Z2 = (r , ei</>l) / (r2 ei</>2) = ~1 ei(</>l- </>2)
2

Powers and roots : The power and the root of a complex number z with respect
to a natural number n are reduced to arithmetic operations on real numbers :

normal representation :

For a complex exponent w = a + ib, the absolute value and argument of the prod­
ucts are separated :

power

root

ZW = (rei</»a+ib = ra rib ei</>a-</>b WE C

ZW = (ra e- </>b ) ei (oa-eb ln r)

w/z = z' !" WE c'

Rootsof unity The rootsof x'' = 1 are called the n-th rootsof unity. In the com­
plex plane they lie on the unit circle and are the corners of a regular n-sided poly­
gon. At least one of the roots of unity lies on the real axis.

Example : Roots of unity

n = 6 : z = e2rrj/ n = egj j = 0, ... , n - 1

imaginary

real
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Logarithms : The solution x = In r + i<jJ of the equation eX = z = rei</> is called
the logarithm of z to base e and is designated by In z. Further solutions of the
equation eX = z are given by x = 2J'tk i + In z with k E I . A solution x = logw z
of the equation wX= z with w ~ 0, 1 is given by logw z = In z / In w.

Algebraic and transcendental numbers : The zeros of the polynomials Q [xl in
the unknown x with rational coefficients in Q are called algebraic numbers. Com­
plex numbers which are not zeros of a polynomial in Q [xl are called transcendental
numbers. Examples of transcendental numbers are rr and e.

Ordinal structure : The relations r; (less than) and!: (less than or equal to) may
be defined for complex numbers as follows:

ycz := lyl <lzl v (lyl=lzl) /I. argy <argz)

y!:z := y!:z v y=z

With these definitions, the complex numbers are totally ordered. However, the
ordinal and the algebraic structure are not compatible, so that the monotonic laws
for the addition and multiplication of complex numbers do not hold. The following
example shows that the monotonic law y c z = z • y r; z • z for multiplication
does not hold :

y ellt / 4 Iy l 1 arg y J't/4

z e13lt / 2 Izi 1 arg z 3J't/2

z·y ei7 lt / 4 Iz· yl 1 arg z • y 7J't/4

z . z eilt Iz· zl 1 arg z • y J't

ycz = (1 < 1) v ((1 = 1) /I. (Jt!4 < 3Jt!2)) = true

z·ycz·z = (1 < 1) v ((1 = 1) /I. (7J't/4 < J't)) = false

Topological structure of !C : The complex space !C is equipped with metric
structure using the function d : !C x !C -- IR b with d(x, y) = Ix - yl. This induces a
topological structure. Every fundamental sequence of complex numbers has a
limit in !C .
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6.7 QUATERNIONS

Introduction : After the construction of the set C of complex numbers as an
extension of the set R of real numbers, the question arises whether C may be
extended while preserving the algebraic structure . There is no extension of C
which has the properties of a commutative field. There is, however, an extension
of C which has the properties of a non-commutative field . This extension is called
the set of quaternions and is designated by H.

a,b E«::
a1,a2,b1, b2 E R

Construction of quaternions : Quaternions are represented by quadratic ma­
trices of row and column dimension 2. In Section 3.6, the additive and multiplicative
domain of quadratic matrices of row and column dimension m over a commutative
field is shown to be a ring in which multiplicative inverses cannot always be formed .
For special matrices with m = 2, however, a field in which every element has a mul­
tiplicat ive inverse can be constructed. A quaternion A E H is defined as a quadratic
matrix of row a~d column dimension 2 with the complex numbers a, b E C and their
conjugates a, b E C :

~
-b

quaternion A := _ =
b a

Algebraic structure : The inner operations + (addition) and • (multiplication)
for quaternions are defined as the following matrix operations :

addition

e=a+c f=b+d

multiplication: A·B

identity element of addition

e=a·c-b·d f =b·c+a·d

o=G
L±J

identity element of multiplication :

additive inverse -A

=8
U
R-8



www.manaraa.com

308

multiplicative inverse

6.7 Quatern ions

A- 1 = lTIII .B a·a +b·b

The sum of two quaternions is a quaternion. The quaternion 0 is the identity ele­
ment of addition, since A + 0 = A. The quaternions A and -A are addit ive inverses,
since A + (-A) = O. Addition is assoc iative and commutative. Hence the domain
( H ; + ) is a commutative group .

The product of two quaternions is a quaternion. The quaternion 1 is the ident ity
element of multiplication, since A • 1 = A. The quaternions A ~ 0 and A-1 are multi­
plicative inverses, since A • A- 1 = 1. Multiplication is associative but not commuta­
tive . Hence the domain ( H - {O}; • ) is a non-commutative group .

Multiplication is distributive with respect to addition . Hence the domain ( H ; + , . )
is a field. The cancellation law holds for quaternions.

A complex number a, + ib, E C may be represented as a special quaternion with
the real numbers a. . b, E IR and a2 = b2 = O. In this case multiplication is commu­
tative . Hence the additive and multiplicative domain of these spec ial quaternions
is a commutative field , like (C ; + , • ). The commutative field (C ; + , . ) of complex
numbers is thus a subfield of the field ( H ; + , • ) of quaternions.

Vector space : The complex numbers form a two-dimensional vector space over
the field of real numbers. The quaternions form a four-dimensional vector space
over the field of real numbers. Every quaternion A may thus be represented as a
linear combination of four basis quaternions with real coefficients. The definition
of the quaternions implies:

~
I 0

I =
o -i

A = a1 • 1 + a2 • I + b, . J +

1 =~
8 tffijiK=

i 0

If a complex number a1 + i b, E C is considered as a special quaternion with the
real numbers a1, b, E IR and a2 = b2 =0, it may be represented as a linear com­
bination of the basis quaternions 1 and I with real coefficients a1 and a2 . The two­
dimensional vector space of complex numbers is thus a subspace of the four­
dimensional vector space of quaternions.

Extension of C : The injective mapping i := C ~ H with i(a) = A preserves
structure (is homomorphic) , since i(a + b) = i(a) + i(b) and i(a • b) = i(a) • i(b).
The set C of complex numbers may be extended to the set H of quaternions. In
this extension, the algebraic structure of a field is preserved, but the commutativity
of the field is lost.
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7.1 INTRODUCTION

7.1.1 GROUP THEORY

Introduction : The group is one of the fundamental concepts in mathematics.
This is hardly surprising, since for example the integers form a group with respect
to addition. Group theory provides a typical example of the mathematical method.
Starting from a small number of defin itions and axioms, a body of knowledge arises
which has led to the solution of central problems in mathematics. Today, group
theory belongs to the foundations of science and engineering. The present chapter

is only an introduction to the amazingly rich properties of groups.

Characteristic property : A group is a relation in the threefold cartesian product

M x M x M of a set M. The elements of the relation are 3-tuples (a, b, c) E M x M x M
with the following property : Two of the components a, b, c may be chosen freely
in M, for example a and c. Then there is exactly one value of the third component
(of b in this example) for which the tuple (a, b, c) belongs to the relation. The unique
dependence of a third value on two given values is the characteristic property of
a group.

Representation of groups : A group is usually not represented as a relation

R ~ M x M x M, but as a mapping f : M x M~ M with f(a,b) = c. By def inition , the

mapping f assigns a unique element c of M to every pair (a,b) in M x M. The image
c is called the result of the operation for the pair (a,b), the mapping f is called the
rule of the operation. Instead of the letter f , an operator symbol may be used , as
in a e b : = f(a ,b) . In this case , the group is designated by (G ; 0). However, this
representation of a group captures the characteristic properties of a group only if
additional conditions are satisfied : The group must conta in an ident ity element 1,
and for every element a it must contain an inverse element a-1, since for a 0 b = c :

a, b known
a,c known

a, c equal

= (a, b, c)
= (a, b, c)

= (a, b,c)

(a, b .aeb)
(a, a-1 oc ,c

(a, 1 ,c

In expressions with more than two operands the operation 0 is assumed to be

associative.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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Structure : The aim of group theory is an understanding of the algebraic struc­
ture of groups . For example, the following questions are studied :

(1) Can the elements of a group (G ; 0) be generated by applying the group op­
eration to the elements of a subset of G? This question is suggested by the
concept of a basis for a vector space. It turns out that the concept of a basis
is not sufficient for general groups.

(2) Can the set G be partitioned into classes of similar elements using the opera­
tion o? This question is suggested by the concept of type formation. It leads
to the concepts of normal subgroups and quotient groups , which are of cen­
tral importance in group theory.

(3) Are there mappings from a group (G; 0) that preserve its structure? This
question is suggested by the invariants of topological structures. It leads to
the concept of isomorphic groups which cannot be distinguished by their
group structure. It turns out, for example, that every finite group is isomorphic
to a group of permutations.

(4) Are there finite groups of equal order which are not isomorphic? The answer
is: yes. Does a group whose order is divisible by m always contain a subgroup
of order m? For general groups, the answer is: no. For commutative groups ,
the answer is : yes.

The algebraic structure of groups is very diverse. The structure of groups with a
commutative operation (abelian groups) is completely known and may be de­
scribed by a small number of invariants (Betti number, torsion coeff icients). The
structure of the permutations of a finite set can also be analyzed satisfactorily using
cycles and transpositions. However, the structure of general non-abelian groups
is very complicated, due to the dependence of the value of an expression on the
order of the operands.

Applications : Group theory is an essential tool in algebraic topology. For in­
stance, the neighborhood relationships for cells and simplices are described using
groups. The analysis of these groups provides insight into essential properties of
these shapes and leads, for example , to the discovery of bubbles and of contra ­
dictions in the specification of solids . These results are required for the representa­
tion of shapes and the construction of new shapes on a computer.

Group theory is also an essential tool in the description of materials (molecular
structure, crystal structure) and the formulation of material properties, in particular
for the laws governing anisotropic materials. Symmetry groups allow a general de­
scription of the symmetry properties and a quantification of the degree of sym­
metry.
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An early application of group theory regards the solubility of non-linear equations
by radicals. Galois demonstrated the relationship between this question and the
properties of the normal subgroups of groups. The question whether the circle can
be squared using only compass and straightedge, which is also answered by
group theory, is closely related.

There are further applications of group theory. For example, geometry (including
its non-euclidean aspects) may be developed on the basis of group theory. How­
ever, these applications of group theory are not the subject of the present book.
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7.1.2 OUTLINE

This introduction to group theory assumes knowledge of Chapters 1 to 3 (logic , set
theory, algebraic structures) of this book. The material is divided into the following
subject areas:

Subgroups : Subsets of a group may themselves exhibit a group structure. A
subgroup has a generating set : Every element of the subgroup is a product of ele­
ments of the generat ing set and their inverses. The unique representation of a
group as a product of subgroups is studied.

Examples of groups : Permutation groups, groups of covering operations of
regular geometric shapes and groups generated by a subset are typical examples
of groups. The simple structure of the cyclic groups generated by a single element
and of their subgroups is studied. The cyclic groups are closely related to the addi­
tive group of integers and its subgroups.

Class structure : A group cannot be partitioned into disjoint subgroups, since
every subgroup contains the identity element of the group. Thus the concept of a
subgroup is not sufficient for classifying the elements of a group. Equivalence
relations are therefore introduced to form classes. Different equivalence relations
lead to different classifications of the group. The equivalence of pairs of elements
with respect to a subgroup H, the equivalence of conjugate elements in the group
G and the equivalence of H-conjugate sets in G are treated. This leads to the
partitioning of a group into cosets of a subgroup and to the concept of a normal
subgroup.

Group structure : The structure of two groups is compared by mapping one of
the groups onto the other in a structurally compatible manner (homomorphically).
Groups with identical structure are said to be isomorphic. Between two isomorphic
groups there is a bijective mapping which preserves the group structure. For every
normal subgroup N of a group G there is a natural homomorphism f : G~ GIN
which maps the group G to the quotient group GIN. This property leads to three
isomorphism theorems , which form the basis for further study of the structure of
groups. Isomorphic mappings of groups onto themselves (automorphisms) are
important in this context. They form a permutation group.

Abelian groups : The result of an operation on elements of a commutative
(abelian) group may be represented as a linear combination. In contrast to the
case of real vector spaces, however, it is not possible to represent every element
of an abelian group as a unique linear combination of basis elements. The concept
of a direct sum of subgroups is therefore introduced. Every finitely generated abel­
ian group can be represented as a direct sum of cyclic subgroups. New abelian
groups can be constructed by direct addition of given abelian groups. Abelian
groups can be analyzed into direct sums.
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Permutations : A permutation is a bijective mapping of a set onto itself. Every
permutation can be decomposed into a product of disjoint cycles . A cycle leaves
a part of the permuted set unchanged and maps the remaining elements to their
neighbors (assembly line). The decomposition of a permutation into cycles also
yields a decomposition into transpositions. The number of transpositions deter­
mines the sign of the permutation, and hence the coordinates of the e-tensors in
Chapter 9. Even permutations form the alternating subgroup of the permutation
group and play an important role in Galois theory.

General groups : Operations on elements of a non-commutative group can
generally not be represented as linear combinations, since the value of an expres­
sion depends on the order of the operands. The structure of general groups is stu­
died by partitioning them into the cosets of normalizers, centers and commutator
groups. Centers and commutator groups are normal subgroups which give rise to
chains of quotient groups, the central series and the derived series. The aim of the
continued reduction of the quotient groups is to arrive at a simple quotient group
without a proper normal subgroup. This group cannot be classif ied further, since
it has only improper quotient groups with respect to itself or the trivial group {1}.
A chain of normal subgroups which begins with the group itself and ends with the
trivial group {1} is called a composition series if its quotients have no proper normal
subgroups. Galois was able to show that the non-linear equation f(x) = 0 can be
solved by radicals if and only if its Galois group G contains a chain of subgroups
G = Go ~ G1 ~ .. .~ Gn = {1} such that Gj + 1 is a normal subgroup in Gj and the
quotient group G/Gi+1 is cyclic.

Existence of subgroups : A group without proper subgroups is invariably a
cyclic group of prime order. For every divisor m of its order, an abelian group con­
tains a subgroup of order m. The same is not true for non-abelian groups: There
are groups which contain no subgroup of order m although m is a divisor of the or­
der of the group. By a theorem due to Sylow, however, for every divisor p'" of its
order (with p prime) a finite group contains a subgroup of order p'", The properties
of groups of prime-power order are studied in detail.

Unique decomposition of abelian groups : Every finitely generated abelian
group can be represented as the direct sum of cyclic groups whose orders form
a divisor chain. However, the number of summands in this representation is not
unique, so that the decomposition is not unique. Uniqueness of the decomposition
is achieved by considering direct sums of irreducible subgroups. Every finitely
generated abelian group is the direct sum of a unique finite number of irreducible
subgroups of infinite order and a unique finite number of finite irreducible sub­
groups of unique prime-power order. These invariants determ ine the type of the
abelian group . Abelian groups of equal type are isomorphic.



www.manaraa.com

314 7.2 Groups and Subgroups

7.2 GROUPS AND SUBGROUPS

Introduction : Groups are domains with an inner operation which satisfies cer­
tain conditions. This operation may alternatively be represented by additive or mul­
tiplicative notation. The question arises whether a group contains subsets which
likewise satisfy the conditions for a group with respect to the same operation . The
question also arises whether a group can be represented in terms of its subgroups,
and whether this representation is unique. The relevant properties of subgroups
are treated in this section.

Inner operation : A mapping f from the cartesian product M x M to the set M
is called an inner operation in M.

f: M x M --;> M with f(a,b) = c and a,b,c E M

In additive notation, the inner operation is represented by the addition sign + . The
pair (a,b) is mapped to the sum a + b. The elements a and b are called the sum­
mands of a + b. In multiplicative notation, the inner operation is represented by the
multiplication sign o. The pair (a.b) is mapped to the product a 0 b. The elements
a and b are called the factors of a 0 b. Generic operations will be represented as
multiplications in the following. The additive notation is used primarily for abelian
(commutative) groups.

additive

multiplicative:

f(a,b) := a + b

f(a,b) := a 0 b

Identity element : In a set M with an inner operation f, an element e E M is called
an identity element with respect to the operation f if for all a EM:

f(a,e) = f(e,a) = a

There is at most one identity element for an operation in a set, for if e and x are
identity elements, it follows that e = x :

x is an identity element

e is an identity element

together

f(e,x) = e

f(e,x) = x

f(e,x) = e = x

There are inner operations without an identity element. In additive notation, the
identity element is designated by 0, in multiplicative notation by 1. This corre­
sponds to addition and multiplication in the sets N, Z, (I , R and iC of numbers .

additive

multiplicative:

a+O=a=O+a

a e t =a=1oa
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Monoid : The domain (M ;0) is called a monoid if the inner operation 0 is associa­
tive and the set M contains an identity element e with respect to the operation o ,

(a 0 b) 0 c = a 0 (b 0 c)

aoe=a= e c a

for all a, b, c E M

for all a E M

Inverse element : Let (M; 0) be a monoid with identity element e. An element

a' EM is said to be inverse to a E M if :

a e a' = e = a'oa

The element a is called invertible in M if M contains an element inverse to a. If an
element a of the monoid (M; 0) is invertible, then there is only one element in M
which is inverse to a, for if x and yare elements inverse to a, it follows that x = y :

x = eo x = (y 0 a) 0 x = yo (a 0 x) = yo e = y

In additive notation, the element inverse to a is designated by - a; in multiplicative
notation it is designated by a ' . The short form a - b is used for the operation

a+(-b).

additive

multiplicative:

a+( -a) = 0 = (-a)+a

a 0 a-1 = 1 = a-1
0 a

The following rules of calculation hold for inverse elements :

(1) (a-1 r:' = a
(2) (a 0 bt1 = b-1

0 a-1

Proof : Rules of calculation for inverse elements

(1) (a:' )-1 0 a-1 = 1 => (a" r ' 0 a-1
0 a = 10 a

=> (a-1r' = a

(2) (a 0 bt1
0 (a 0 b) = 1 => (a 0 bt1

0 a 0 b 0 b- 1
0 a" b-1 0 a-1

=> (ao bt1 = b-1
0 a-1

Group : A domain (M; 0) is called a group if the following conditions are satisfied:

(1) The group operation 0 is an inner operation in M.

(2) The associative law holds in the domain (M ;0).

(3) The set M contains an identity element.

(4) For every element a, the set M contains the inverse element a-1.

Order of a group : The number of elements in the set M of a group (M ;0) is called

the order of the group and is designated by ord M. If M is infinite, the order is said
to be infinite.
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Subgroups A group (H;0) is called a subgroup of the group (G ; 0) if H is a non­
empty subset of G, the operations 0 for G and H are equal and (H; 0) has the prop­
erties of a group. The domain (H;0) with H !:: G is a subgroup of (G ; 0) if and only
if the following conditions are satisfied:

(U1) The identity element 1 of G is an element of H.

(U2) If H contains the elements a and b of G, then H also contains a 0 b :

a,b E H = a 0 b E H

(U3) If H contains an element a of G, then H also contains the element a-1 of G :

a E H = a- 1 E H

Since the operation of the group G is restricted to the subset H in (U2), the subset
H inherits the associative property of the operation 0 from the group G. Every
group G contains the subgroups {1} and G. A subgroup H is said to be proper if
{1}cHcG.

Note : The statement "(H; 0) is a subgroup of (G ; 0)" is often simplif ied to "H is
a subgroup of (G ; 0)" or "H is a subgroup of G". In such cases, the subset H is
always assumed to inherit the operation 0 from the set G.

Properties of subgroups :

(E1) The identity elements of a group and its subgroups are identical.

(E2) A non-empty subset H of a group (G ; 0) is a subgroup of G if and only if for
any two elements a, b in H the product a 0 b-1 also belongs to H.

(E3) The intersection Hn K of two subgroups Hand K of a group (G ; 0) is a sub­
group of G.

Proof : Properties of subgroups

(E1) The identity element 1 of G satisfies 1 0 1 = 1. By (U1), the subset H con­
tains the element 1, and by (U2) it contains the element 1 0 1. Thus 1 0 1 = 1
also holds in H. Hence 1 is the identity element of H.

(E2) Let H be a subgroup of G. Then it follows from (U2) and (U3) that for arbitrary
elements a and b of H, a 0 b-1 is also an element of H.

Let H be a non-empty subset of G, and for all a,b E H let a 0 b-1 E H. Then
by hypothesis a 0 a-1 belongs to H. Hence the identity element 1 = a 0 a-1

of G is an element of H, and (U1) is satisfied. If the elements a and 1 belong
to H, then by hypothesis 1 0 a-1 = a-1 also belongs to H, and (U3) is satis­
fied. If a and b belong to H, then by (U3) a and b-1 also belong to H. Then
by hypothesis a 0 (b-1) - 1 = a ob belongs to H, and (U2) is satisfied .
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(E3) 8y (U1), the identity element 1 of G is an element of every subgroup of G.
Hence the intersect ion Hn K is non-empty. Arbitrary elements a,b of Hn K are
also elements of the subgroup H and of the subgroup K. 8y (U2) and (U3),
a 0 b- 1 is therefore an element of H and of K, and hence an element of Hn K.
Thus by (E2) the non-empty intersect ion Hn K is a subgroup of G.

Generating set of a subgroup : Let M be a subset of a group (G ; 0). The inter­
section H(M) of all subgroups of G which contain M is called the subgroup of G
generated by M. The subset M is called a generating set of the subgroup H. If M
is empty, then H is the trivial group {1}.

The subgroup H(M) generated by M is the least subgroup of G which contains M.
Every other subgroup of G which contains M also contains H(M). If M is non-empty,
then H(M) is the set of all products which can be formed using elements of M and
their inverses.

Proof : Generating set of a subgroup

(1) Let H be a subgroup of G which contains M. Since H is one of the subgroups
whose intersection is H(M), it follows that H(M) ~H .

(2) Let T be the set of all products which can be formed using elements of M and
their inverses. If M is non-empty, then M~T implies that T is non-empty. The
construction of T implies that if a and b are elements of T , then a 0 b-1 is
also an element of T. 8y property (E2), T is a subgroup .

(3) 8y part (1) of the proof, M~T for the subgroup T implies that H(M) ~T. If T
contains the product aeb, then the definition of T implies that M contains at
least the element a or a-1 and the element b or b-1. Then by the definition
of a group every subgroup of G which contains M contains the elements
a, a' . band b- 1, as well as their products . Thus the intersection of these
subgroups contains the element a eb, and therefore T~H(M). From H(M) ~T

and T~H(M) it follows that T = H(M).

Plain product of subsets : Let A and 8 be non-empty subsets of a group (G ; 0).
The product A08 of these subsets contains all elements of G which are products
a0b of an element a E A and an element b e 8.

A08 := {X EG I x=a ob 1\ a EA 1\ bE8}

The product A08 is said to be plain if the representation a0b of every element
of the product is unique, that is if a1 0 b, = a2 0 b2 implies a1 = a2 and b. = b2.

Inverse of a product : Let A and 8 be non-empty subsets of a group (G; 0). The
inverse (A 0 8t1 of the product A08 contains all elements of G which are inverse
elements (a 0 bt1 of the product of elements a E A and b e 8 :

(A 08t1 := {X EG I x=(a obt1 1\ a EA 1\ b E8}
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Products of subgroups : Let A and B be subgroups of a group (G ; 0).Then their
product A0B has the following properties:

(P1) The product AoB is plain if and only if AnB = {1}.

(P2) The product AoB is a group if and only if AoB = BoA.

Proof : Properties of a product of subgroups

(P1) Let the product AoB beplain.lfx isanelementof AnB, thenxisanelement
of A and an element of B. Since A and B are groups, x-1 is also an element
of A and of B. Thus x-1 is an element of AnB , and hence so is 1 = XOx" .
Since 1 = 101 also holds, the uniqueness of the representation of the ele­
ment 1 in the plain product AoB implies that x = 1. Hence AnB = {1}.

Letthe intersection of A and B be AnB = {1}. Forelements a1,a2EA and
b1,b2EB, let a1 0b1=a20br Then a21 0a1=b2 0bl1 . Since a21 0a1 is
an element of A and b20 b1 is an element of B , it follows that a2

10 a1=
b20 b11is an element of {1}, that is a2

10a1= 1 and b20 b11= 1. The prod­
uct AoB is plain, since a1= a2 and b1= b2.

(P2) Let A0B be a subgroup. Then if A0B contains the element a0b, it also
contains the inverse element (aob) -1 = b- 10a-1. Hence for the elements
a,a-1EAandb,b-1EB:

a eb E AoB = b- 10a-1 E A oB

aob-1 E AoB = b 0 a-1 E AoB

E A oB

The product AoB contains every element of the product BoA , that is
B oA k A 0 B. Likewise, A0B k B oA, and hence A0B = BoA.

Conversely, assume A 0 B = B oA. Then (A 0 B) 0 (A 0 B) = A 0 (B 0 A) 0 B =
A 0 (A 0 B) 0 B = (A 0 A) 0 (B 0 B) = A 0 B,since by definition a subgroup con­
tains all products of its elements. Further (A oB)- 1= B-10 A-1= B oA = A 0B,
since by definition a subgroup contains the inverse of each of its elements.
From (A 0 B)o (A 0 B) = (A 0 B) and (A oB)-1= A 0 B, it follows that A o B is a
group, since for each of its elements A 0B also contains the inverse element,
and together with any two elements it contains the product of these elements.
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7.3 TYPES OF GROUPS

Introduction : Different mathematical and physical problems lead to different
types of groups . Some types of groups which occur frequently are presented in this
section:

(1) Permutation groups : A group of permutations p : M --+ M of an underlying
set M equipped with the composition Pi 0 Pm of permutations Pi and Pm is
called a permutation group . Every finite group is isomorphic to a group of
permutations.

(2) Symmetry groups : A mapping from a shape in euclidean space to itself
is called a covering operation. Regular solids, for instance equilateral trian­
gular plates, may change their position in space when a covering operation
is applied. The numbe r of different covering operations for a circle is infinite;
for an equilateral triangle it is finite. The set of covering operations a : F --+ F
for a shape F, equipped with the composition aj 0 amof covering operations,
is called a symmetry group.

(3) Generated groups : Every element of a group (G ; 0) can be generated by
applying the inner operation to elements taken from a subset X c G. The
generat ing set X is generally not unique . If a generating set X for a group G
is known, it may be used to study the structure of the group G.

(4) Cyclic groups : A cyclic group is a special case of a generated group. It is
generated by a single element, so that every element of the group may be
obtained by repeatedly applying the group operation to the generating ele­
ment. There are finite and infinite cyclic groups. In subsequent sections,
freely generated abelian groups are decomposed into cyclic groups. This
decomposition is used, for instance, in algebraic topology.

(5) Groups of integers : The set {...,-2, -1,0, 1, 2, ...} of integers with addition
as the inner operation is a countably infinite cyclic group. Every integer a E Z
generates a cyclic subgroup of Z . Subgroups of Z can alternatively be gen­
erated using more than one element. The formation of such subgroups is re­
lated to the divisibility of integers .

(6) Cyclic subgroups : Every subgroup of a cyclic group is cyclic. However,
there are also cyclic subgroups of groups which are not themselves cyclic.
Every element of a general group generates a cyclic subgroup. The proper­
ties of the inner operation of the group determine whether this subgroup is
finite or infinite.
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7.3.1 PERMUTATION GROUPS

Introduction : Let a set M be finite. Every element of M can be mapped to itself
or to another element of M such that the mapping is bijective . This type of mapping
occurs frequently, for instance in the redistribution of tasks in a group of people:
A takes over 8's task, 8 takes over C's, C takes over f!\s, and D's task stays the
same . Such mappings are called permutations. Their composition leads to the per­
mutation groups.

Permutation: A bijective mapping of a finite set M onto itself is called a permuta­
tion of M. The mapping rule for a given permutation is represented in a permutation
scheme consisting of two rows. The top row contains the elements xi of the set M
in an arbitrary order. In the bottom row, the elements of M are arranged such that
the image p(xj ) of the element xj is directly underneath xi' The scheme is enclosed
in parentheses.

permutation

permutation scheme

p: M~M

p(X j ) = Xmj

p = [Xl X2
00. Xj

' 00 Xn ]

Xm, Xm2 00. Xmj .00 Xmn

bijective

i, mj E {1 ,2,oo.,n}

Permutation group: For a set with n elements, there are k = n! different per­
mutations. These permutations form a set Sn = {Po. p., ...,Pk- l }.The composition
of permutations is defined as an inner operation 0 : Sn X Sn ~ Sn on the set Sn
with Pr° Ps = PI' Thus, performing the permutation p, after the permutation Ps
leads to the same mapping of the set M as the permutation PI'

product PrOPs = PI with

identity element e

inverse element: Ps
[

Xs 00 . Xs. 00. Xs ]-1 1 I n

Ps = Xl . 00 xj 00 ' xn
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The domain (8n ; 0) has the properties of a group and is called the permutation
group (symmetric group) on the underlying set M. The group 8 n has the following
properties :

(1) The identity element is the identity mapping with p(x j ) = xi .

(2) The inverse element p~1 is obtained from the permutation Pm by inter­
changing the two rows of the permutation scheme.

(3) The composition 0 of permutations is associative.

(4) The composition 0 of permutations is not commutative.

Example 1 : Permutations of a set of 3 elements

The set M ={a, b, c} gives rise to the following permutations 83 = {PO' ...,Ps} :

[:
b

~] [:
b

~] [:
b :]Po = b P1 = a P2 =
c

[:
b :] [:

b :] [:
b :]P3 c P4 b Ps a

The products P2 0 P4 and P4 0 Ps lead to the elements P3 and P2 :

P,o P4 ~ P3 : [: : :H: ::] [:::]
P4° P5 ~ P,: [: : :H: ::] [:::]

The associative law holds, for instance for (P2 0 P4) 0 Ps = P2 0 (P4 0 ps) :

The commutative law does not hold, for instance for P2 and P4 :

[:
b :H: b :] [:

b :]P2 0 P4 = P3 :
c b c

[:
b

:] 0 [:

b :] [:
b :]P4 0 P2 = Ps:

b c a
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This permutation group has the following product table . The value of the first factor
Piof the product is associated with row i of the table, the value of the factor Pm is
associated with column m. This convention also applies to all subsequent tables.

0 Po P1 I P2 P3 P4 Ps

Po Po P1 P2 P3 P4 Ps

P1 P1 P2 Po P4 Ps P3

P2 P2 Po P1 Ps P3 P4

P3 P3 Ps P4 Po P2 P1

P4 P4 P3 Ps P1 Po P2

Ps Ps P4 P3 P2 P1 Po

product table Pi 0 Pm
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7.3.2 SYMMETRY GROUPS

Introduction : If an equilateral triangle is rotated in its plane about an axis
through the center of gravity S, then the new position generally does not cover the
old position of the triangle. In the special case of a rotation through a multiple of
120 degrees, however, the new position and the old position of the triangle cover
each other. This special rotation of the triangle is called a covering operation. After
the rotation, the points of the triangle are generally displaced . Nonetheless the tri­
angle occupies the same part of the plane before and after the rotation. There are
several cover ing operat ions which lead to the same position of the triangle. These
covering operations differ by a rotation through a multiple of 360 degrees. These
geometric observations are abstracted in the definition of symmetry groups.

C

~8rotation : @ -.
A ~B

A

C B

cover ing -. {1J)Aoperation :
A B

Shapes and bodies : A compact connected subset of euclidean space is called
a shape. The matter which occupies a shape at a given instant is called a body.
A bijective mapping of the material points of a body to the points of a shape is called
a position of the body.

Displacement : A bijective mapping of the material points of a body from one
position to another position is called a displacement of the body. A general dis­
placement is a non-linear mapping. Displacements with special common proper­
ties form a displacement type. Displacement types are defined by relationships
between the initial shape and the final shape of the body:

(1) affine

(2) similar

(3) congruent:

(4) covering

(5) trivial

straight fibers remain straight

angles between fibers are preserved

distances between points are preserved

initial shape and final shape are identical

initial position and final position are identical
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Motion : A displacement of a body is called a motion if the initial shape and the

final shape of the body are congruent. A body is called a rigid body if all shapes
of the body are congruent. Thus all displacements of a rigid body are mot ions
which leave the distance between the material points of the body unchanged.

Covering operation : A mot ion of a body is called a covering operation if the
initial shape and the final shape of the body coinc ide. The mapping a : F --+ F of
a covering operation maps the shape F to itself. The initial position of a body and
its final posit ion after a covering operation may. however. be different.

Symmetry group : Let A = {a o' a. , ....an} be the set of covering operations of
a body. Let the result of the inner operation 0 : A x A --+ A with ar 0 as = at be
the covering operation at which leads to the same position of the body as is
reached by performing the covering operation ar after the covering operation as
(composition of covering operations) . The domain (A; 0) has the properties of a
group and is called the symmetry group of the body.

(1) The identity element of the symmetry group is the trivial mapping ao'

(2) For every covering operation am there is an inverse covering operation a~l •
which cancels the motion of the body produced by the covering operation am'

(3) The composition 0 of covering operations is associative.

(4) The composition 0 of covering operations is not commutative.

rotat ion a2

BC

rotat ion a,

rotation a3

Example 1 : Symmetry group of an equilateral triangle

The symmetry group of equilateral triangles with respect to mot ions in a plane is
treated in Example 4 of Section 3.3. If mot ions of equilateral triangles in space are
considered. there are three further covering operations. Each of these covering
operations is a rotation through an angle of 180 degrees about an axis which joins
one corner of the triangle with the midpoint of the opposite side .

A C B

A@B C@A
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The rotations lead to permutations of the corners of the triangle. The product table
for the symmetry group coincides with the product table for permutat ions in Section
7.3.1 if corresponding notation is used.

0 ao I a1 a2 I a3 I a4 as

ao ao a1 a2 a3 a4 as

a1 a1 a2 ao a4 as a3

a2 a2 ao a1 as a3 a4

a3 a3 as a4 ao a2 a1

a4 a4 a3 as a1 ao a2

as as a4 a3 a2 a1 ao

product table aj 0 am

Example 2 : Symmetry group of a regular tetrahedron

The rotations of a tetrahedron about its medians and its edge bisectors are
considered. A median joins a corne r of the tetrahedron with the center of the oppo­
site face. An edge bisector joins the midpoints of two edges which have no end­
points in common . These rotations lead to 12 covering operations of the tetra­
hedron :

(1) The trivial mapping of the tetrahedron

(2) Rotations through angles of 120 and 240 degrees about each of the medians
of the tetrahedron

(3) Rotations through an angle of 180 degrees about each of the edge bisectors

The rotations lead to permutations of the corners of the tetrahedron; these per­
mutations are compiled below.

3

2

3

2

median OM edge bisector AS

[~
2

~] [~
1 2

~] [~
1 2 :]ao 2

a1 2 3
a2 3 1

[~
2

~] [~
2 :] [~

1 2

~]a3 3
a4 0

a5 3 2
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[~
1 2

~] [~
1 2 :] = [~

1 2 :]a6 0 2
a7 2 0 as 0 1

ag = [~
1 2 :] = [~

1 2

~] = [~
1 2

~]0 3 a1Q
3 0 all 2 1

If appropriate notation is used . the symmetry group of the tetrahedron coincides
with a subgroup of the permutation group over sets with four elements. Itcontains
proper subgroups for the following subsets of rotations :

(1) H

(2) Ho
(3) Hl

(4) H2

(5) H3

(6) HOl

(7) H02

(8) H03

{ao• ag• al 0, all }

{ao' a l• a2 }

{ao• a3• a4 }

{ao• as. a6 }

{ao• a7• as}

{ ao' ag }

{ao• a1Q}

{aO·a l l }

edge bisectors

median through point 0

median through point 1

median through point 2

med ian through point 3

edge bisector from 01 to 23

edge bisector from 02 to 13

edge bisector from 03 to 12

The symmetry group has the following product table :

0 8 0 I 8 1 8 2 I 8 3 8 4 8 S 8 6 8 7 I 8 8 8 9 8 10 I 8 11

80 8 0 8 1 8 2 8 3 8 4 8 S 8 6 8 7 8 8 8 9 8 10 8 11

8 1 8 1 8 2 8 0 8 11 8 7 8 3 8 9 8 10 8 6 8 8 8 4 8 S

8 2 8 2 8 0 8 1 8 S 8 10 8 11 8 8 84 8 9 8 6 8 7 8 3

8 3 8 3 8 10 8 8 8 4 8 0 8 9 8 1 8 S 8 11 8 7 8 6 8 2

8 4 8 4 8 6 8 11 8 0 8 3 8 7 8 10 8 9 8 2 8 S 8 1 8 8

8 S 8 S 8 7 8 9 8 10 82 8 6 8 0 8 11 8 3 8 4 8 8 8 1

8 6 8 6 8 11 84 8 8 8 9 8 0 8 S 8 1 8 10 8 2 8 3 8 7

8 7 8 7 8 9 8 S 8 1 8 11 8 10 8 4 8 8 8 0 8 3 8 2 8 6

8 8 8 8 8 3 8 10 8 9 8 6 8 2 8 11 8 0 8 7 8 1 8 S 8 4

8 9 8 9 8 S 8 7 8 6 8 8 8 1 8 3 8 2 8 4 8 0 8 11 8 10

8 10 8 10 8 8 8 3 8 2 8 S 8 4 8 7 8 6 8 1 8 11 8 0 8 9

8 11 8 11 84 8 6 8 7 8 1 8 8 8 2 8 3 8 S 8 10 8 9 80

product table a j 0 am
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7.3.3 GENERATED GROUPS

Introduction : The product xi 0 xm of the elements Xi and xm of a group (G ; 0)
is by definition a group element; the same is true for the product Xi 0 X~1 of the
element Xi with the inverse of xm. The question arises whether the elements of
G can be generated by operations using elements of a subset X of G, and which
subsets of X are suitable for this purpose.

Generated groups: A group (G; 0) is said to be generated by the set X if every
element of the group is the product of elements Xi of the set X and their inverses
Xj1. The elements Xi and their inverses may occur an arbitrary number of times
in arbitrary order in the product. The group generated by the set X is designated
by gp(X).

gp(X) := {X~l o...ox~n I Xi EX r; us E {- 1,1}}
11 In S

Finitely generated groups : A group (G ; 0) is said to be finitely generated if G
is generated by a finite set X.

G = gp(X) = {X~l o...ox~n I Xi E{X 1,...,Xm} f\ usE{-1,1}}
11 In S

Generating set : The set X is called a generating set of the group G = gp(X). The
generating set of a group G is not unique. The set of elements of the group G is
a trivial generating set of this group.

Example 1 : Generating set of the symmetry group of a triangle

A generating set of the symmetry group of equilateral triangles in Example 1 of
Section 7.3.2 contains at least one element from the subgroup {ao' a.. a2 } of
rotations in the plane and one element from the subgroup {as,a4,aS } of rotations
in space. If the generating set X = (a, ,as} is chosen, for example, then the
elements of the group are the following products of the generating elements :

Example 2 : Generating set of the symmetry group of a tetrahedron

A generating set of the symmetry group of regular tetrahedra in Example 2 of
Section 7.3.2 has at least two elements, for example E = {a1,aS}' The elements
of the symmetry group are the following products of the generating elements:

a2 a1 0 a1 ao a1 0 a1 0 a1 a7 = a1 0 as 0 as

a4 = as 0 as ao as 0 as 0 as as = as 0 a1 0 a1
a10 = as 0 a1 as a1 0 a1 0 as ag = a10 as 0 as 0 a1
a11 = a1 0 as a6 as 0 as 0 a1 ag = as 0 a10 a10 as
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Reduced X-product : A product of elements of the generating set X and their
inverses may contain factors such as Xi 0 Xj1 and Xj1 0 Xi . Since such factors
do not influence the value of the product , they may be deleted. A product is called
a reduced X-product if no further deletions of such factors are possible.

g

g is a reduced X-product:= ~ (x i = Xi+1 = ai = a j+1)

A finitely generated group with the identity element 1 is represented as follows
using reduced X-products:

gp(X) = {g I g = 1 v g is a reduced X-product}

Further simplifications of a reduced X-product are possible if gp(X) is a commuta­
tive group. The simplifications which may be carried out in this case by changing
the order of the operands are studied in the theory of abelian groups.

Equal X-products : The products x ~ 1 0 ...ox:m and y~ 1 0 ...o y~n of elements Xj. Yj
of a generating set X with ai' ~i E {-1 ,1} are said to be equal if m = n, Xi = Yi
and ai = ~j . Otherwise the products are said to be different.

Values of reduced X-products : The value of a reduced X-product is an ele­
ment of gp(X). Equal X-products have the same value. Two different reduced X­
products may also have the same value . Thus the representation of an element
of gp(X) as a product of elements of the generating set and their inverses is
generally not unique.

Freely generated group : The group gp(X) generated by a finite set X is said to
be freely generated (free) if any two different reduced X-products are different ele­
ments of gp(X). In this case, the set X is called a free generating set, and the group
gp(X) is called a free finitely generated group. A free finitely generated group
G = gp(X) has the following properties :

(1) If the generating set X contains the element x, then it does not contain the
inverse element y = x- 1, since otherwise X and y-1 would be two different
reduced products for the same element of gp(X).

(2) The generat ing set X does not contain the identity element 1G ' since other­
wise 1G oXand Xwould be two different reduced X-products for the same ele­
ment X of G.

(3) The reduction of an X-product containing a finite number of factors may be
carried out in a finite number of steps. Hence it is possible to decide in a finite
number of steps whether two X-products of a free group have the same value.
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Example 3 : Reduction of X-products

Let the group G be generated by the set X = {x, y, z}. Then X-products are reduced
as follows:

x 0 y 0 y-1 0 Z-1 0 yo x

x 0 Z-1 0 Y 0 z 0 Z-1 0 x-1

X 0 yo Z 0 Z-1 0 y-1

x 0 Z-1 0 Y 0 x

x 0 Z-1 0 yo x-1

X 0 Y0 y-1 = X

Example 4 : X-products of a cyclic group

0 ao I
a1 a2

ao ao a1 a2

a1 a1 a2 ao
a2 a2 ao a1

product table of a group G = gp( a1)

The group G is generated by a single element, for example by a1. Different
X-products have the same value:

a1 0 a1

a1 0 a1 0 a1

a1 0 a1 0 a1 0 a1

a1 0 a1 0 a1 0 a1 0 a1

a1 0 a1 0 a1 0 a1 0 a1 0 a1

a1 0 a1 0 a1 0 a1 0 a1 0 a1 0 a1

Example 5 : Decidability of the word problem

Let a character set {a 1,...,a n, a1,...,an} with n EN' for the construction of words be

given. A sequence of a finite number of characters of the set is called a word and
is designated by w. Repetitions of letters as in the word w = a1a2a4 a2 are allowed.
The word with no characters is called the empty word woo The concatenation of
two words w1 and w2 is called the product of the words and is designated by

w1 o W2 ·

Two words are said to be equivalent if one of the words is obtained from the other
by deleting or inserting factors aj aj or aj a j • For example, a2 and a2a3a1a1a3
are equivalent. The inverse w-1 of the word w contains the characters of w in in­
verse order, where a is replaced by aand a by a, so that w 0 w-1 and w-1

0 ware
equivalent to WOo

Equivalent words form a class fWd. An inner operation [wdo[wml = [wjOwml
is defined in the set G of all equivalence classes. Then (G ; 0) is a group with the
identity element [wo1and the element [wl-1= [w-11inverse to [w], In place of aj

one may therefore write a;-1.

The subset A = {[ ad, ..., [an]} is a generating set for the free finitely generated

group (G ; 0). It is possible to decide in a finite number of steps whether two words
are equivalent.
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7.3.4 CYCLIC GROUPS

Introduction : The structure of a group which is generated by a single element
is very simple . This is partly due to the fact that such groups are commutative. Every
element of the group may therefore be represented as a power of the generating
element. This leads to the properties of cyclic groups described in the following.

Powers of an element : The powers of an element a of a multiplicative group
(G ; 0) are defined as follows for integers n E l :

n > 0 an - a 0 a 0 . •• 0 a

n 0 aD -

n < 0 an - a-1 0 a-1 0 ••• 0 a-1

n-fold

Inl-fold

Cyclic group: A group (G; 0) is said to be cyclic if it is generated by a single
element. Every integer power an of the generating element a is an element of G.
The identity element 1 is a". The cyclic group is designated by gp(a).

G = gp(a)

Properties of cyclic groups : The inner operation 0 determines the properties
of a cyclic group. In particular, the operation 0 determines whether two different
powers of the generating element are equal or not. This leads to the distinction of
finite and infinite cyclic groups with the following properties:

(Z1) The general element a j of a finite cyclic group G = gp(a) of order m is a
power a' of the generating element a with 0 :5 i < m. Thus the group is given
by G ={aO,a1,... ,am - 1}.

(Z2) The elements a' and as of a finite cyclic group of order m are equal if and only
if the exponents rand s have the same remainder modulo m.

(Z3) In an infinite cyclic group gp(a), different powers a' and as with r ~ s are
different elements of the group.

(24) Every cyclic group gp(a) is abelian (commutative) .
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Proof Z1 : The general element of a cyclic group gp(a) of finite order m is a
power a' of the generating element with 0 ~ i < m.

(1) By definition, aO= 1. If the group is finite, then there are also other natural
numbers n for which an = 1 holds . Let m be the least of these numbers, so
that am= 1 and ai ;"' 1 for 0 < i < m.

(2) The elements aO, a1, ... ,am- 1 are pairwise different. The proof is carried out
indirectly. For 0 < r < s < m, assume a' = as and therefore as- r = 1. Then
there is a number u = s - r with 0 < u < m such that a'' = 1. This is a contra ­
diction, since m is the least positive number for which am = 1 holds. Hence
the elements {ao,a1, ...,am- 1} are pairwise different.

(3) The group G contains only the elements {aO,a 1,. .. ,am- 1 } , since akm+i =

(am)k a' = a' for an arbitrary element akm+i with 0 ~ i < m and k E Z. Thus
a finite cyclic group is completely described by the generating element a and
the order m.

G(a,m) = {a' I o s l -crn /\ iE I\J}

Proof Z2 : The elements a' and as of a finite cyclic group of order m are equal
if and only if r = s mod m.

Using division with remainder, the exponents rand s may be represented in the
forms r = k1 m + n1 and s = k2 m + n2, respectively, with 0 ~ k1, k2 < m. The proof
for (Z1) shows that a' = an, and as = an2. Hence the elements a' and as are equal
if and only if n1 = n2 , that is if and only if r = s mod m.

Proof Z3 : In an infinite cyclic group gp(a) arbitrary powers a' and as with r;"' s
are different.

If a cyclic group gp(a) is infinite, then there is no number mE L except for m = 0
for which am= 1 holds, for if there were such a number, then according to the
preceding proof the group would be finite . Therefore a' = as implies ar - s= 1 and
m = r - s = 0, and hence r = s. Different powers of the generating element of an
infinite cyclic group are therefore different elements of the group.

Proof Z4 : Every cyclic group is commutative.

This property follows directly from the representation of the elements of gp(a) as
powers:
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Example 1 : Finite cyclic group

The symmetry group {ao,al, a2 } of equilateral triangles in a plane is a finite cyclic
group. Either the rotation a, through 120 degrees or the rotation a2 through 240
degrees may be chosen as the generating element.

0 ao a1 a2

ao ao a1 a2

a1 a1 a2 ao
a2 a2 ao a1

product table of the symmetry group

gp(al) = { a~ nE{0,1,2}} {ao' a., a2}

gp(a2) = { a~ n E {O, 1, 2}} {ao' a2, ad

(a.)? ao (a2)o ao

(a.) 1 al (a2)1 a2

(a l)2 a2 (a2)2 al

Example 2 : Infinite cyclic groups

The additive group (2: ; +) of integers and each of its proper subgroups are infinite
cyclic groups. For example, the subgroup gp(3) = {... , -6, -3, 0, 3, 6,...} is an
infinite cyclic group.

Example 3 : Cyclic subgroups

A group which is not itself cyclic contains cyclic subgroups. For example , the per­
mutation group shown in Example 1 of Section 7.3.1 contains the cyclic subgroup

gp(Pl) = {Po, p., P2}·
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7.3.5 GROUPS OF INTEGERS

Additive group of integers : The set l of integers equipped with the inner op­
eration + (addition) forms a group (l ; -), If sum notation is used, the identity
element of the group is designated by 0, and the inverse of a E l is designated by
-a. Together with a1 and a2 the group also contains the sum a1 + a2 and the
difference a1 - a2 := a1 + (-a2) . The group is commutative and countably infinite.

Multiples of an element : The multiples of an element a of an additive group

(G ; +) are defined as follows for integers n E l :

n > 0 na a+a+oo.+a n-fold

n 0 na 0

n < 0 na (-a) + ... + (-a) : In Hold

Subgroups of the group of integers: The subgroup of the integers generated
by an integer a contains every multiple na of a with n E land is designated by Za,
that is l a = {oo. , -2a,-a, 0, a, 2a,oo.}. Thus the group (Za ; +) contains the integers
divisible by a. It is a cyclic group, since it is generated by an integer a . Every sub­
group (H ; +) of the group (l ; +) is a cyclic group (Za ;+).

Proof: Every subgroup of the integers is cyclic.

(1) The subgroup H = {OJ has the form H = Z »O. In the following, let H ~ {OJ.

(2) Every subgroup H contains positive numbers, since with an element x ~ 0 it
also contains the element - x and one of the numbers {x, -x} is positive. Let
a be the least positive number in H . Since H is a group, a E H implies Za ~ H.

(3) An arbitrary element x of H is represented in the unique form x = qa + r
with 0 :5 r < a by division with remainder. Since x and qa are elements of H,
r = x - qa is also an element of H. Since a is the least positive number in H
and 0:5 r < a, it follows that r = 0 and x = qa, so that x E Za and H c l ao

(4) Za ~ Hand H ~ Za imply H = l ao Hence for every subgroup H of l there
is exactly one natural number a with H = l ao

Generating sets of integer groups : Let H = gp(A) be the subgroup of the inte­

gers generated by a system A = {a 1, oo., as} of natural numbers. The generating set
of a subgroup is not unique. In fact, it was shown in the preceding proof that every
subgroup H of the integers is generated by a single element a and is therefore

cyclic. Every element na of H with n E l can therefore be generated either using
the element a or using the system A .

h

H

n1a1 +oo. + nsas

l a1 +oo. + l as

na

l a

njE l , ajE f\! , hEH

nEZ, a EN
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Properties of integers : The properties of the subgroups of the integers lead to
important properties of the integers .

(G1) If a is the greatest common divisor of the natural numbers a. , ..., as ' then
there are integers n1, . . . , ns such that

a = n1 a1 + ... + ns as

(G2) The natural numbers a.. ..., as are mutually prime if and only if there are
integers n., ..., ns such that

= n1 a1 + ... + ns as

(G3) If a is the least common multiple of the natural numbers a1, . . . , as' then the
cyclic group Za is the intersection of the groups Za, :

Za = l a1 n ... n las

Proof : Properties of integers

(G1) Let H = gp(A) be the group generated by a set A = {a. ; ..., as} of natural
numbers. Since every subgroup of the integers is cyclic, there is an element
x E H such that H = gp(x). A general element h E H may alternatively be
generated using A or using x :

h = k1 a1 + ... + ks as = kx k, kj E l

Since every element ajEA is an element of H =gp(x), there is an integer
v j El such that aj = vjx. Hence x is a common divisor of the numbers in A :

h = (k.v, + ... + ksas)x = kx

If Yis another common divisor of the numbers in A, then every number a j E A
may be represented in the form aj = mj y with mj E l :

h = (k 1 m1 + ... + ks ms)y = my

Hence every element h e H may be represented in the form h = kx = my.
Since the group H is generated by x, it follows that gp(x) ~ gp(y), and hence
y :5 x. Thus x is the greatest common divisor of the numbers in A; it is
designated by a :

a := X = gcd(a1, ... , as)

Since a is an element of H = gp(a) = gp(A), there are integers nl' ... , ns such
that
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(G2) If the natural numbers a.. ...,as are mutually prime, then their greatest com­
mon divisor is gcd(a l , . .. , as) = 1. By (G1), there are integers n l , ... , ns such
that n l a, + ... + ns as = 1.

If a l , ... , as are natural numbers and there are integers n l , .. . , ns such that
nl a l + ... + ns as = 1, then the numbers a., ...,as are mutually prime. In
fact, a j = rnb, with the common divisor m > 1 would imply m(n l b l + ... +
ns bs) = 1.This is impossible, since m and (n, b, + ... + ns bs) are integers.

(G3) The intersection of the groups za., ..., l as is a subgroup of I , and hence
a cyclic group Za generated by a natural number a. The number a is a com­
monmultipleof (a., ...,as),sinceaElaj for all ajEA. If v is another com­
mon multiple of the aj , then v is an element of every group I aj, and hence
an element of the intersection l a l n ... n l as' Thus v is an element of za,
and therefore a multiple of a. Hence a is the least common multiple :

a = Icm (a. ; ..., as)

Euclidean algorithm : Let the set A = {a l' ... , as} with the natural numbers aj be
a generating set of the group H = gp(A). The generating element a of the group
H is determined by the Euclidean algorithm in the following steps:

(1) First an algorithm for determining the greatest common divisor gcd(a, b) of
two natural numbers a and b with a ~ b >°is developed. Let c be the re­
mainder from dividing a by b :

a = qb +c and 0 s:c < b q,C E N

For c = 0, b is the greatest common divisor gcd(a,b) . For c > 0, the following
proof shows that gcd(a,b) = gcd(b,c). The procedure is therefore continued
with the natural numbers band c. It terminates after a finite number of steps
since c < b.

b2 = gcd( a l , a2)

b3 = gcd(b2, a3)

with

with

gcd(b2,a3, , as)

gcd(b3,a4, , as)

(2) The determination of the greatest common divisor of s natural numbers
{a l , ... , as} is reduced to the determination of the greatest common divisor of
(s-1) natural numbers {b 2,a3, . .. ,as} by taking b2=gcd(al,a2) (see the
following proof) :

gcd (a.; a2, , as)

gcd(b2,a3, , as)

The greatest common divisor gcd( al , . . . , as) is determined after at most s-1
reductions. For bj= 1, the algorithm terminates earlier.

(3) The generating element of the group H is a = gcd(al , ... , as)'
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Proof : Euclidean algorithm

(1) Since a = q b +c, every common divisor of band c is also a common divisor
of a and b. Since c = a - qb, every common divisor of a and b is also a com­
mon divisor of band c .

a = qb + c = gcd(a,b) = gcd(b,c)

(2) If the pair (b,c) possesses a representation gcd(b,c) = u.b + u2c, then the
pair (a,b) has a representation gcd(a,b) = u2a + u3b :

gcd(a,b) = gcd(b,c) = u1b + u2c = u l b + u2 (a - q b)

gcd(a,b) = u2a + (u, - q u2)b

(3) If c =°in a =qb +c, then gcd(a, b) = b. If c > 0, the procedure is continued
with the pair (b,c).lf gcd(b,c) =c, then gcd(a,b) =c. Otherwise the procedure
is continued. It ends after a finite number of steps since c < b, so that the
natural numbers decrease in every step.

(4) Let the greatest common divisor of the numbers (a., ...,as} be g. Then
b2 = gcd(a., a2) contains the number 9 as a factor, that is b2 = mg. Hence
{a., ...,as} and {b 2,a3, .. . , as} have the same greatest common divisor g.

Example 1 : Euclidean algorithm for pairs of numbers

The numbers 108 and 84 have the gcd(108,84) = 12. In the first step the remain­
der 24 is determined; in the second step the remainder 12 is determined. In the
third step the remainder is 0, and the greatest common divisor 12 is determined:

(108,84) :
( 84,24) :
( 24, 12) :

108 = 1 * 84 + 24
84 = 3 * 24 + 12
24 = 2 * 12 + 0

The two pairs of numbers have the same greatest common divisor :

gcd(108,84) = gcd(84,24) = gcd(24, 12) = 12

The numbers 37 and 13 are mutually prime :

(37, 13) 37 = 2 * 13 + 11
(13,11) 13 = 1 * 11 + 2
(11, 2) 11 = 5 * 2 + 1
(2, 1) 2 = 2 * 1 + 0

gcd(37, 13) = gcd(13, 11) = gcd(11, 2) = gcd(2,1) = 1
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Example 2: Euclidean algorithm for four numbers

The greatest common divisor gcd(60 , 105,21 ,84) is to be determ ined. In the first
step, gcd (60, 105) = 15 is determ ined:

105 = 1 * 60 + 45

60 = 1 * 45 + 15

45=3 *15

Now gcd(15 ,21,84) is to be determined. For this purpose gCd(15,21) = 3 is deter­
mined in the second step:

21 = 1 * 15 + 6

15 = 2 * 6 + 3

6 = 2 * 3

Now gcd(3, 84) = 3 is determined : 84 = 28 * 3. Combining these results yields
gcd(60 , 105,21 ,84) = 3. The greatest common divisor 3 may be represented as
a combination of the numbers 60, 105,21 ,84 :

- 60 + 105 - 6 * 21 + 84 = 3
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7.3.6 CYCLIC SUBGROUPS

Introduction : Cyclic groups have a particularly simple structure, namely the
structure of the additive group ( I ; +)of integers or of one of its groups of residue
classes . It follows that cyclic groups are completely character ized by their order.
These properties become apparent after the definition of residue classes in
Section 7.4.3 and of the isomorphism of groups in Sections 7.5.3 and 7.5.4.

In the following section, cyclic subgroups are treated without making use of the
isomorphism mentioned above, since the required concepts have not yet been
introduced. Such cyclic subgroups exist in cyclic groups, but also as subgroups of
general groups with more than one generating element. In view of the close rela­
tionship with the group ( I ; +) of integers, additive notation is used.

Properties of subgroups of a cyclic group

(U1) Every subgroup H of a cyclic group G is cyclic.

(U2) Let (G ; +) be a finite cyclic group of order m with a generating element a.
Then for every divisor n of m there is exactly one subgroup H of order n in G.
The generating element of H is ~ a. There are no other subgroups of G.

H = gp(sa) with m = sn

(U3) Let (G ; +) be a finite cyclic group of order m with a generating element a.
The group G is also generated by a multiple na of the element a if and only
if m and n are mutually prime.

ord G = m 1\ gcd(m,n) = 1 = gp(a) = gp(na)

(U4) If the group G is infinite and a is a generating element of G, then for every
subgroup H of G there is exactly one natural number s with H = gp(sa).

Proof : Properties of subgroups of a cyclic group

(U1) Let H be a subgroup , and let a be a generating element of the cyclic group G.
Then every element of H has the form h = ta with an element t of the additive
group ( I ; +) of integers. Hence T := {t E I Ita E H} is a subgroup of I : If
t1, t2ET and h1 = t1a, h2 = t2a, then t3 = t1 + t2ET since h3 = h1 + h2 EH.
Since all subgroups of I are of the form Zu, there is a natural number s with
T = I s and t = ks. It follows that every subgroup H of G is cyclic:

H {ta I tET} = {ksa I k e Z } = {k(sa) I kE I}
H = gp(sa)
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(U2) Let H be a subgroup of order n in a cyclic group G = gp(a) of order m. By (U1),
there is a least positive integer s such that H = gp(sa). The identity element
oof G is also the identity element of H. Hence ma = nsa = O. By property (Z2)
in Section 7.3.4, ns=O mod m, and hence ns=km with kE N'. If k has a
prime factor p, then p is a divisor of n or of s. If P is a divisor of n :

!l s = k m = !l sa = k ma = 0 since ma = 0
p p p P

This is a contradiction, since sa generates the group H of order n. If p is a
divisor of s :

n.§. = k m = n.§. a = .Is. ma = 0
p p p p

Hence the element ~ a is at most of order n. But p ~ a = sa, and therefore
gp(sa) h gp(~ a). Since ord (gp(sa)) = n, it follows that gp(~ a) = gp(sa) = H.
This contradicts the fact that s is the least positive integer with gp(sa) = H.
The contradict ions imply k = 1, and hence m = ns, so that the order n of H
is a divisor of the order m of G. The expression s = Wshows that s, and hence
H = gp(sa), is unique for a given value of n.

Conversely, let n be a divisor of the order m of a cyclic group G = gp(a). Then
m = ns with a natural number s. But ma = 0, and thus nsa = n(sa) = O. Since
m is the least positive integer for which ma = 0 holds, n is the least positive
integer for which n(sa) = 0 holds. Hence there is a cyclic subgroup of G with
the generating element sa = Wa and the order n.

(U3) Let the order m of a cyclic group gp(a) and a natural number n be mutually
prime. Then by property (G2) in Section 7.3.5 there are integers c l and c2
such that c lm + c2n = 1, and therefore c2(na) = a - c l mao Since the order
m of gp(a) is finite, ma = 0 and hence c2(na) = a . Every multiple of a may
thus be represented as a multiple of the element na, so that gp(a) = gp(na).

Assume that a finite cyclic group G is generated by the element a and also
by the element na, that is gp(a) = gp(na). Then every multiple of a may be
represented as a multiple of na, in particular a = tna with tE L. By (Z2) in
Section 7.3.4, this implies 1 = tn mod m, and thus sm +tn = 1 with s, t E£'.
Hence by property (G2) the natural numbers m and n are mutually prime.

(U4) By property (U1), every subgroup H of a cyclic group G = gp(a) is a cyclic
group H = gp(sa). It is to be shown that different values of s lead to different
subgroups H if the group G is infinite.

All elements na of the group G are different and therefore unique. For if
nla = n2a for n l ;a= n2 , the group with (n 2 - nl)a = 0 would be finite, contrary
to the hypothesis.
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For every element na of G, the division n = qs + r with 0:5 r < s leads to a
unique remainder r. Hence every element na of G may be associated with
one of the s residue classes [r] := I s + r. The elements of H have the form
ksa, that is n =ks , and hence r =0. These elements of G form the class [0].

Different values of s lead to different partitions of G into residue classes [r].
Therefore the class [0] is also different for different values of s. Hence the
number s for a given subgroup H is unique.

Order of an element: Let the identity element of a general group (G ; +) be 0.
If for an arbitrary element a E G there is at least one positive integer m with ma = 0,
then the least positive integer k with ka = °is called the order of the element a in
the group G. If there is no positive integer m with ma = 0, then the order of the
element a in the group G is infinite. The order of the element a is designated by
ord a.

(ord a) • a = ° v ord a = 00

Properties of cyclic subgroups of an arbitrary group:

(E1) Every element a of an arbitrary group (G ; + ) generates a cyclic subgroup
gp(a) of G whose order coincides with the order of the element a in G .

ord gp(a) = ord a

(E2) Let a be an element of order m in an arbitrary group (G ; + ). Then the ele­
ment na e G with n E Z is of order m/gcd(n,m).

ord a = m =
m

ord(na) = gcd(m, n)

Proof E1 : Order of a cyclic subgroup

Let the order k of the element a be finite , that is ka = 0 . Then the element a gener­
ates exactly the elements {O, a, 2a,...,(k -1)a}, since any number m may be rep­
resented as m = qk + r with 0:5 r < k, so that ma = (qk + r)a = q(ka) + ra = ra.
Hence the order of the cyclic group gp(a) = {O, a,...,(k -1) a} is equal to the order
of a in G. If the order of the element a is infinite, then the order of gp(a) is also
infinite.

Proof E2 : Order of the multiples of an element

The number c = gcd(m, n) is a divisor of the order m of gp(a). By property (U2),
gp(ca) is a cyclic group of order W. The numbers Wand ~ are mutually prime.
Hence, by property (U3), gp(ca) = gp( ~ ca) = gp(na) with ord (na) = ord (ca) = W·
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Example 1 Subgroups of a finite cyclic group

+ ao I a, I a2 I as I a4 I as

ao ao a, a2 as a4 as

a, a, a2 as a4 as ao
a2 a2 as a4 as ao a,

as as a4 I as ao a, a2

a4 a4 as ao a1 a2 as

as as ao a, a2 as a4

+ ao I a2 I a4

ao ao a2 a4

a2 a2 a4 ao
a4 a4 ao a2

+ ao I as

ao ao as

as as ao

The cyclic group G of order 6 has the property 6a 1 = ao' By property (U2) , since
the order of G has the divisors 2 and 3, G contains exactly two subgroups : the
cyclic group H1 of order 3 generated by the element ~ a1 = 2a1 = a2 and the
cyclic group H2 of order 2 generated by the element ~a1 = 3a1 = a3.

Example 2 : Alternative generating elements

By property (E1) of cyclic subgroups, the group G in Example 1 is also generated

by the elements 5a 1=as' 7a1 = a1, 11a1 = as," "since the numbers {5, 7,11 , ...}
are mutually prime to the order 6 of the group G. By contrast, elements such as
2a 1 = a2, 3a1 = a3, 4a1 = a4, 8a 1 = a2, ga1 = a3,... only gene rate subgroups of
G, since the numbers {2, 3, 4, 8, g,...} have divisors in common with 6.
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7.4 CLASS STRUCTURE

7.4.1 CLASSES

Introduction : The structure of groups is studied using structurally compat ible
(homomorphic) mappings. Such mappings are constructed by partitioning a group
into disjoint classes of equivalent elements. Such a partition is called a classifica­
tion of the group. Different equivalence relations lead to different classifications of
the group. The class structure of general groups is studied in Section 7.4. Homo­
morphic mappings are treated in Section 7.5.

Partitioning : Only in very simple cases is it possible to partition a group into
disjoint subsets of elements with equivalent properties by inspecting its operation
table . The simple example of the symmetry group of the regular tetrahedron al­
ready illustrates the difficulties which arise. For example , a group cannot be part i­
tioned into disjoint subgroups, since every subgroup conta ins the identity element
of the group (property U2 in Section 7.2).

The equivalence relations treated in Section 2.4 may be used to partition a set into
disjoint classes of equivalent elements. Every element of the quotient set of the
equivalence relation is a class of the group . Using an equivalence relation , a sys­
tematic classification of the group may be derived from its operation table . Two
equivalence relations which partition groups into cosets and into classes of conju­
gate elements , respectively, are mentioned in the following . These class ifications
are studied in detail in subsequent sections.

Cosets : One of the equivalence relations used for classifying groups is based
on the relationsh ip a 0 b = c for elements a.b,c of a group (G ; 0). Let a subgroup
H of G be given as one of the classes.

The elements a,c are equivalent with respect to H if there is an element h E H which
satisfies a 0 h = c. Equivalent pairs (a,c) form a left coset with respect to H. It turns
out that the number of elements in every left coset is equal to the number of ele­
ments in H. Analogously, the relationship h 0 a = c leads to right cosets.

The number of left and right cosets is equal and is called the index of the subgroup
H in the group G. If the left and right cosets coincide , H is called a normal subgroup.
If an element n of a normal subgroup is transformed using an arbitrary element
g EG, then the transformed element g-10n og is also an element of the normal
subgroup. Normal subgroups are of fundamental importance for the structure of
a group.
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Classes of conjugate elements : A second equivalence relation used for clas­
sifying groups is based on the relationship a c b = b e c for elements a,b,c of a
group (G ; 0). The elements a,C are said to be conjugate if there is an element bEG
which satisfies a s b = b e c, Conjugate elements of G form an equivalence class.
The number of elements in different classes of conjugate elements of a group G
is generally different. The only subgroup among the classes of conjugate elements
is the trivial subgroup {1}.

Classes of conjugate subsets : The concept of conjugation may also be used
to classify a set of subsets A, B, ... of a group G. A subset A is called the g-transform
of a subset B if A contains the transformed element a = g-l ob og for every ele­
ment b E B. Let a subgroup H of G for classifying the subsets A, B, ... be given. Then
the subsets A and B are said to be H-conjugate if there is an element h e H such
that A is the h-transform of B. H-conjugate subsets of G form an equivalence class .

The fundamentals of class structure are treated in the following.
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7.4.2 eOSETS AND NORMAL SUBGROUPS

Left eosets : The elements of a group (G ; 0) are classified with respect to a
given subgroup H of G by defining the relation "left-equivalent with respect to H".

A pair (a,c) in the cartesian product G x G is said to be left-equivalent with respect
to H if there is an element h of H for which a 0 h = c. The relation has the properties

of an equivalence relation :

(1) Reflexive: Every element a of the group G is left-equivalent to itself , since
the subgroup H contains the identity element 1G .

ae 1G = a

(2) Symmetric : If an element a is left-equivalent to an element c, then c is also
left-equivalent to a, since for every element h the subgroup H also contains
the inverse element h-1.

a e h = c = a eh 0 h-1 = c oh-1 = coh-1 = a

(3) Transitive : If a is left-equivalent to c and c is left-equivalent to e , then a is

left-equivalent to e, since for every pair of elements h l' h2 the subgroup H
also contains the product h1 0 h2 = h3 .

a e h, = c /\ c oh2 = e = a oh 10h 2 = coh2 = a oh3=e

Thus elements of G which are left-equivalent with respect to H form an equivalence
class. This is identified by a representative a and designated by aoH (left coset of
a with respect to H). The quotient set of the left cosets of H in G is designated by

G/H.

aoH:= {CEG I ac h = c /\ h EH}

Properties of left eosets : The left cosets with respect to a subgroup H in a group
(G ; 0) have the following properties:

(1) If a is an element of the subgroup H, then the left coset aoH coincides with H,
since the product acb of elements a,b of the group H is also an element of H.

aEH = a c H = H

(2) The mapping f : H ~ aoH from the subgroup H to the left coset aoH is bijec­
tive . The mapping is surjective since by definition for every element c E aoH
there is an h e H with c = a-h. The mapping is also injective since any two
different elements h1, h2E H are mapped to two different elements a o h1,
a e h2 E aoH .

a e h, ~ aoh2 = a-10a oh 1 ~ a-10a oh2 = h1~ h2

The mapp ing f is bijective since it is both surjective and injective.
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(3) The left cosets are equivalence classes and therefore form a partition of the
set G. One of the disjoint subsets is the subgroup H itself. Each of the other
subsets can be mapped to H bijectively.

(4) Since the cosets form a partition of G, only one of the cosets a c H contains
the identity element 1G . However, every subgroup of G by definition contains
the identity element 1G . Hence the subgroup H contains the element 1G and
is therefore the only coset in G / H which is a subgroup of G.

Right eosets: In order to classify the elements of a group (G ; 0) with respect to
a given subgroup H, the relation "right-equivalent with respect to H" is defined. The
pair (a,c) in the cartesian product G x G is called right-equivalent with respect to
H if there is an element h of H for which h 0 a = c. Thus right-equivalence differs
from left-equivalence in the order of the factors a and h. Elements of G which are
right-equivalent with respect to H form an equivalence class . This is identified by
a representative a and designated by Hoa (right coset of a with respect to H). The
quotient set of the right cosets of the subgroup H in G is designated by G \ H.

He a := {CEG I he a = c A hEH}

Properties of right eosets : In analogy with the left eosets, the right cosets with
respect to a subgroup H in a group (G ; 0) have the following properties:

(1) If a is an element of the subgroup H, then the right coset Hoa is H itself.

(2) There is a bijective mapping f: H -;> Hca from the subgroup H to the coset Hca,

(3) The right cosets form a partition of the set G.

(4) The subgroup H is the only coset in G \ H which is a subgroup of G.

Index of a subgroup : Let H be a subgroup of the finite group (G ; 0). The left
and right cosets of H in G are determined. Each of the cosets may be bijectively
mapped to H. Hence the order of every coset is equal to the order of H. Since the
left and right cosets of H form partitions of G, the number of elements in G is a
multiple of the number of elements in H. The number of left and right cosets of H
in G is equal. The number of cosets of H in G is called the index of H in G and is
designated by [G : HI.

[G: H] := ord G/H = ord G\H
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Lagrange's Theorem : The order of every subgroup H of a finite group (G ; 0)
is a divisor of the order of the group G.

ord G = [G : H] • ord H

Lagrange 's Theorem does not assert that if the order of a group has a divisor m
the group necessarily conta ins a subgroup of order m. This is not the case. For
example, the order 12 of the alternating group A4 in Section 7.7.7 has the divisor6,
but the group A4 does not contain a subgroup of order 6. The existence of sub­
groups is treated in the theorems of Sylow in Section 7.8.3.

Corollaries to Lagrange 's Theorem :

(F1) Let the group (G ; +) be finite. Each element a of G generates a cyclic sub­
group gp(a) . By Lagrange 's Theorem, the order of the subgroup gp(a) is a
divisor of the order of the group G. Hence the order of the element a is a divi­
sor of the order of G.

a E G = ord a lord G

(F2) Let (G ; +) be a finite group of order n with the identity element O. Then the
n-fold multiple of every element a of G is equal to the identity element 0
(Fermat's lesser theorem).

Let the order of the element a be k. Then by (F1) k divides the order n of the
group G, that is n = qk. Since ka = 0, the n-fold multiple of a is obtained as :

na = (qk)a = q(ka) = qO = 0

(F3) Every group of prime order is cyclic , and hence abelian. To prove this, con­
sider the cyclic subgroup gp(a) generated by an element a;z!0 of a group
(G ; +). By (F1), the order of gp(a) divides the order of G. But the order of G
is prime, and hence ordG = orda. Thus the group G is cyclic. By property
(Z4) in Section 7.3.4 , cyclic groups are abelian.

(F4) Let the subgroups Hand K of a group (G ; +) be nested, that is K ~ H. Then
the index of K in G is the product of the index of H in G with the index of
Kin H.

K ~ H ~ G = [G : K] = [G : H] • [H : K]

The proof follows directly from Lagrange's Theorem:

[G : H] • [H : K] = ord G • ord H = ord G = [G : K]
ord H ord K ord K
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Order of a product of subgroups: Let H1and H2be finite subgroups of a group
(G ; 0). The number of elements in the product H10 H2 is :

ord(H oH) = ord H1 • ord H2
1 2 ord (H1 n H2)

Proof: Order of a product of subgroups

The left cosets a 0 H2 and b 0 H2are formed with different elements a.bE H t: They
are equal if and only if a-1ob is an element of H2 :

aoH2 = boH2 <=> H2 = (a-10b)oH2
<=> a-1 ob E H2

From a,b E H1 it follows that a-10b e Hl' Hence a 0 H2 = b 0 H2 holds if and only
if a-1ob is an element of H1n H2. This implies:

aoH2 = boH2 <=> a-10b E H1nH2
<=> H1nH2 = (a-10b)0(H

1nH2)
<=> a o(H1nH2) = b o(H1nH2)

The equivalence shows that the number of different left cosets of H2 formed with
elements of H1is equal to the number of different left cosets of H1n H2formed with
elements of H1. Since H1n H2 is a subgroup of H1, this number is the index n =

[H 1 : H1n H2j. Lagrange's Theorem yields:

ord H1 = nord (H 1n H2)

The number of elements in every left coset of H2 is ord H2. The order of H10 H2
is this number times the number n of different cosets of H2 :

ord H1ord (H 1oH2) = nord H2 = ord (H
1

n H
2)

ord H2

Normal subgroup : The operation 0 of a group (G ; 0) is generally not sym­
metric. The left and right cosets of a subgroup H of G are therefore generally
different. A subgroup (N ; 0) is called a normal (invariant) subgroup of G if the left
and right cosets of N in G coincide. This relationship is designated by N <l G (N is
a normal subgroup of G).

N<lG := /\ /\ V (ae n, = n20a)
aEG n,EN n2EN

The cosets of a normal subgroup N are designated by Ne a = ae N = raj. The ca­
nonical mapping k from the group G to the quotient set G IN maps the group to
the set of cosets .

k: G -- GIN with k(a) = [a]
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Properties of normal subgroups :

(T1) A subgroup (N ; 0) of a group (G ; 0) is a normal subgroup in G if and only if
gonog-1EN for all gEG and all nEN.

(T2) Let Nand T be normal subgroups of a group (G ; 0). Then their intersection
NnTis also a normal subgroup of G.

(T3) Let H be a subgroup and N a normal subgroup of a group (G ; 0). Then their
intersection Hn N is a normal subgroup of H.

Further properties of normal subgroups are treated in Section 7.5.5 (automorph­
isms).

Proof : Properties of normal subgroups

(T1) Let N be a normal subgroup in G. Then for arbitrary elements 9 E G and n E N
there is an element n E N with go n = no g. Multiplying by g-l from the right
yields go n 0 g-l = n E N.

Conversely, assume that for arbitrary elements 9 E G and n E N the element
n := go n 0 g-l is contained in N. Then multiplying by 9 from the right yields

no 9 = 9 0 n . Hence N is a normal subgroup in G.

1\ 1\ "V (g 0 n = n o g) =
gEG nEN nEN

1\ 1\ "V (gonog-1 = n) =
gEG nEN nEN

1\ 1\
gEG nEN

(gonog-1EN)

(T2) For arbitrary elements 9 E G and n E N, (T1) yields go n 0 g-l EN. For
arbitrary elements 9 E G and t ET, (T1) yields g ot 0 g-l E T. For arbitrary
elements 9 E G and sEN nT, this implies g o s 0 g-l E N n T.

1\ 1\ (gonog-1 E N) /\ 1\ 1\ (gotog-1 ET) =
gEG nEN gEG lET

1\ 1\ (gosog-lENnT)
gEG sENnT

(T3) For arbitrary elements h e H and a E H n N, the product h 0 a 0 h-1 is an ele­
ment of the group H. The product h 0 a 0 h-1 is also an element of N, since
a E N, h e G and N is a normal subgroup in G. Thus h 0 a 0 h-1 is an element
of H n N, and hence Hn N is a normal subgroup in H.

Simple groups : A group (G ; 0) with the identity element 1 is said to be simple
if G ~ {1} and the improper subgroups {1} and G are the only normal subgroups
in G.
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Example 1 : Normal subgroups of the symmetry group of equilateral triangles

The symmetry group G = {ao' ...,as} of equilateral triangles is shown in Example 1
of Section 7.3.2. The subgroup H = {ao,a1•a2 } contains the rotations in the plane.
The rotations {a 3, a4, as} in space form a coset of H in G. The subgroup H is a
normal subgroup in G, since Hoa3 = a30H = [a 3]. The cosets {ao,a., a2 } and
{a3, a4•as} form a partition of G.

H0 ao H0 a1 = H0 a2 {ao'a.. a2 }

Hoa3 = Hoa4 = Hoas = {a 3,a4,aS }

Example 2: Normal subgroups of the symmetry group of regular tetrahedra

The symmetry group G = {ao' ...,a11 } of regular tetrahedra is shown in Example 2
of Section 7.3.2.The subgroup H = {ao, ag, a10, a11 } contains the rotations through
180 degrees about the edge bisectors. The rotations through 120 degrees about
the medians and the rotations through 240 degrees about the medians form the
cosets {a., a4• as' as} and {a2 • a3• a6, a7 } of H in G. Since H 0a1 = a1 0 H = [a.]
and H 0 a2 = a2 0 H = [a 2], the subgroup H is a normal subgroup in G. The co­
sets {ao,ag, a1O•a11 }, {a 1, a4, as' as} and {a 2•a3•a6, a7 } form a partition of G.

{a. , a4, as' as }

{a2•a3•a6•a7 }
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7.4.3 GROUPS OF RESIDUE CLASSES

Congruent integers: For pairs (a,n) and (b,n) of integers there is a unique
division with remainder.

a

b

q1n + r1 with 0:5 r1 < n and

q2n + r2 with 0:5 r2 < nand

The numbers a and b are said to be congruent modulo n if the remainders r1 and r2
with respect to division by n are equal. This relation is designated by a =b mod n
(a is congruent with b modulo n). The remainder in the division of b by n is desig­
nated by b mod n.

a = b mod n = a = q1n + r1 1\ b = q2n + r2 1\ r1 = r2

Set of residue classes: The subgroup I n of the group (I ; +) of integers, de­
fined in Section 7.3.5, contains the integers divisible by n. Since addition of inte­
gers is commutative, the left and right cosets of I n in I coincide, so that I n is a
normal subgroup in I. The coset [a] of the normal subgroup I n contains all inte­
gers which yield the same remainder as the number a when divided by n; it is called
a residue class. All numbers in [a] are therefore congruent with a modulo n. The
set of residue classes for the number n is {[O], [1],...,[n -1]}; it is designated by
l/ l n or I n.

I n {nz I zEI}

[a] {c E I I c =a mod n}

l/ln I n := {[OJ ,..., [n-1]}

Group of residue classes: The relation "congruent modulo n" is an equivalence
relation. Thus the set of residue classes I n is a quotient set.

reflexive

symmetric :

transitive :

a =a mod n

a =b mod n ¢> b =a mod n

a = b mod n 1\ b = c mod n = a = c mod n

The inner operation + with [k] + [m] = [k + m] is defined in the quotient set
{[O],...,[n - 1]} with n ~ 1. This definition is valid since the compatibility condition
a E [ k], b E [ m] = a + b E [k + m] is satisfied :

a E [k] = k ql n + r1

a q2n + r1

b e [m] = m= q3n + r2
b = q4n + r2
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k + m

a+b

k + m

a +b

(q 1 + q3) n + (r 1 + r2 )

(q2 + q4) n + (r 1 + r2 )

(q , + q3 + 1) n + (r, + r2 - n)

(q2 + q, + 1) n + (r, + r2 - n)

351

Hence a + b E [k + m]. The domain ( l n ; + ) is a finite cyclic group of order n ;
it is called the group of residue classes modulo n. Its identity element is [0]. It is
generated by the element [1].

Example 1 : Groups of residue classes modulo n

The normal subgroup I n has the following n residue classes :

[0] { , -2n , - n , 0 , n , 2n , }

[1] { , -2n + 1, -n + 1 , 1 , n + 1 , 2n + 1 , }

[2] { , -2n + 2 , -n + 2,2, n + 2 , 2n + 2 , }

[n-1]= {...,-n-1 , - 1, n - 1 ,2n - 1, 3n - 1,... }

Thus the group of residue classes modulo 3 consists of the following sets:

[0] { , -6, -3, 0, 3, 6, }

[1] { , -5, -2, 1,4, 7, }

[2] { , -4, -1 , 2, 5, 8, }

l 3 { [0], [1], [2] }

For the elements 3 E [0],4 E [1] and 7 E [1], the compatibility conditions is satisfied
as follows:

3+4 = 7 /\ [0]+[1] = [0 +1] = [1] /\ 7 E[1]



www.manaraa.com

352 7.4.4 Class Structure : Conjugate Elements and Sets

7.4.4 CONJUGATE ELEMENTS AND SETS

Transform of an element: An element a of a group (G ; 0) is called the trans­
form of the element b with respect to the element g (g-transform of b) if the follow­
ing equation holds :

a = g-l ob og a,b,g E G

Conjugate elements: The transformation of the elements of a group (G ; 0)

leads to a classification of the group. For this purpose, the relation "conjugate" is
defined. A pair (a, c) in the cartesian product G x G is said to be conjugate if there
is an element g in the group G which transforms a into c.

(a, c) is conjugate := V (aog = goc) a, c, g E G
gEG

The relation "conjugate" has the properties of an equivalence relation:

(1) Reflexive: Every element a of the group G is conjugate to itself.

a e a" = a-l oa

(2) Symmetric: If the element a is conjugate to c with respect to the element
g, then c is conjugate to a with respect to the inverse element g-l.

a og = g oc = c og-1 = g-1oa

(3) Transitive : If a is conjugate to c with respect to g and c is conjugate to e
with respect to h, then a is conjugate to e, since together with the elements
g and h the group G also contains their product goh.

a 0 g = g o C 1\ c o h = h oe = a 0 (g 0 h) = g 0 c 0 h = (g 0 h) 0 e

Thus conjugate elements of G form an equivalence class. Such a class is called
a conjugacy class. It is identified by a representative a and designated by [a]. The
class [1G] consists only of the identity element, since g-10 1Gog = 1Gfor every
element g of G. The conjugacy classes form a partition of the set G.

[a] := {CEG I c = g-l o a o g 1\ g EG}

Note : The partition of a group (G ; 0) with respect to conjugacy must not be con­
fused with its partition with respect to a normal subgroup. In the case of the partition
with respect to a normal subgroup N, the condition goN = Nog holds for every
element g EG . Each of the resulting classes [a] contains the same number of
elements (Lagrange's Theorem). The normal subgroup itself is the only class
which is a subgroup of G. In the case of the partition with respect to conjugacy, the
elements a and c already belong to the class [a] if there is but a single element
g E G for which a 0 g = g 0 c. The number of elements in the conjugacy classes
may be different. The only subgroup among the conjugacy classes is the trivial
subgroup {1}.
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Conjugacy classes and normal subgroups : A subgroup H of a group (G ; 0)
is a normal subgroup in G if and only if H consists of entire conjugacy classes. Thus
if H contains an element of a conjugacy class then H contains all elements of that
conjugacy class . This property may be used to determine all normal subgroups of
a group.

Proof : Conjugacy classes and normal subgroups

(1) Let H be a normal subgroup in G. Let the representative a of the conjugacy
class {c E G Ic = g-l oao g /\ g E G} be an element of H. Then by the def ini­
tion of a normal subgroup for every g E G there is an element c E H such that
g oa = c og, that is c = g-l o a o q. Hence the conjugacy class [aj is contained
in H.

(2) Let every element of the conjugacy class [a] be contained in the subgroup H.
For every element g E G there is an element x E [aj such that x = g-l 0 ao g,
and hence gox=a og with a,x E[aj s;;; H. If further conjugacy classes are
completely contained in H, analogous statements hold for the elements of
these classes. If H is the union of entire conjugacy classes, then g oH = H og
for every g E H. Hence H is a normal subgroup in G.

Transform of a subset : A subset A of a group (G ; 0) is called the g-transform
of the subset B of G if A conta ins exactly the transforms of the elements of B with
respect to g E G .

A =g-l oB og := A = {a EG I a = g-l ob og /\ b EB}

The transforms of a subset have the following properties :

(1) The transform g-l oH og of a subgroup H of G is also a group.

(2) The mapping f: B ---+ g-l o B og with f(b) = g-10 b og is bijective.

(3) The trans form of a finite subgroup H with respect to an element g of that
subgroup is the subgroup H itself.

Proof : Properties of the transform of a subgroup H

(1) The transform A = g-1 0 H og contains the identity element 1G' the inverse
a" for any element a and the product a1 0 a2 for any two elements a., a2 :

/\ (g-l 0 1Gog = 1G) /\ 1GE H = 1G E g-1 0 H og
g EG
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(2) The mapping f : 8 ~ g-10 8 0g is surjective, since by the definition of the
transform for every element a E g-10 8 0 9 there is an element b e 8 with
a = g-l 0 b og. The mapping is injective, since two different elements
b. , b2 E 8 are mapped to two different elements g-l 0 b, 0 g, g-1 0 b2 0 9 of
g-108 0g:

s' 0 b10 9 ~ g-10 b2 0 9 =
g o g-1 0 b, 0 9 0 g-1 ~ g o g-1 0 b2 0 9 0 g-1 = b, ~ b2

The mapping f is bijective, since it is surjective and injective.

(3) If band 9 are elements of the subgroup H, then the inverse element g-l
is also an element of H. Hence the product g-10 b og is an element of the
group H. Since H is finite, it follows that H = g-1 oHo g.

Conjugate subsets: Let {M 1,..., Ms} be a set of subsets of a group (G; 0) with
a subgroup H.The relation "H-conjugate" is defined in order to classify the subsets
Mj with respect to the subgroup H. A pair (M j, Mk) in the cartesian product
{M 1, ..., Ms } x {M 1,..., Ms } is said to be H-conjugate if Mj is the transform of Mkwith
respect to an element h of H. Mj is called an H-conjugate of Mk. The relation
"H-conjugate" is an equivalence relation.

Mj and Mk are H-conjugate := V (M j = h-10 Mk0 h)
hEH

(1) Reflexive : Every set Mj is its own H-conjugate.

Mj = 1c,1 0M j01G /\ 1G EH

(2) Symmetric : If Mj is H-conjugate to Mk, then Mk is H-conjugate to Mj , since
together with h the group H also contains the inverse h:".

Mj = h-10 Mko h => Mk = h 0 Mjo h-1

(3) Transitive : If Mj is H-conjugate to Mk and Mk is H-conjugate to Mn , then
Mj is H-conjugate to Mn , since together with the elements h, and h2 the
group H also contains their product h2 0 h1.
Mj = h1"1 0 Mko h1 /\ Mk = h21oM

no h2 =>

Mj = (h2oh 1)-1 0 M
n

0 (h2o h1)

Thus elements of {M 1,...,Ms } which are H-conjugate form an equivalence class.
It is identified by a representative Mj and designated by [Md- The classes [Mjl of
H-conjugate subsets form a partition of the set {M 1,...,Ms }'

[Md = {MnE{M1,· ··,M s} I V (Mn = h-10M joh)}
hEH
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Example 1 : Conjugate elements of the tetrahedral symmetry group

The symmetry group G = {a o•...•all} for regular tetrahedra is shown in Example 2
of Section 7.3.2. The transforms of the elements ak with respect to the elements
am are compiled in the following transformation table. The element in row k and
column m of the table is the transform of am with respect to ak.

all ag
I I

a l0 a l l

: a l0 a l l

ana l

a l

a l

as I as a3
~ - --t- ------j---------+--------r-----I

aa I as a7 a2

T

a l

ag ao a4 a3 a2 a l as a7 as
--I--~----t --t - - - +
a lO ao as as a7 as a l I a2 a3

-a~ - a-a~ a7 a;;-~~ a-; ' a l

transformation table aj = akloamoak (row k, column m)

example : a2"1 0a50a2 = a10a50a2 = aa

The conjugacy classes of the group may be read off in the columns of the table
marked with ao' a., a2 and ag :

[ao]
[a 1]

[a2]

[ag]

{a o}
{a. , a4 • as ' aa} :

{a 2 , a3 • a6 , a7 } :

{ag , a1O' a11}

trivial mapping

rotations about medians , 120 degrees

rotations about medians, 240 degrees

rotations about edge bisectors. 180 degrees
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Example 2: Conjugate subsets of the tetrahedral symmetry group

Consider the following subsets of the tetrahedral symmetry group G of Example 1 :

Ml {a l ,a 2 } M3 {as,a 6 } Ms = {a9,a lO }

M2 = {a3,a4 } M4 = {al,aS }

The classes of conjugate subsets forthe subgroup H = {ao, ag , a l 0 , all} are deter­
mined according to [Md={MnE {M l, ... ,M s} I V (Mn=h-

l 0M
joh)}.

hEH

Ms
Ms

Ms

Ms

Hence the equivalence classes of H-conjugate sets are

[Md = {M l, M2, M3, M4} and [Msl = {Ms}·
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7.5 GROUP STRUCTURE

7.5.1 INTRODUCTION

Subgroups : A group (G ; 0) cannot be partitioned into disjoint subgroups, since
by definition every subgroup contains the identity element 1. The question arises
whether a group can be decomposed into subgroups such that any two of these
subgroups have only the element 1 in common. The question also arises whether
every element of the group G can be constructed by applying the group operation
to elements of certain subgroups of G. If this is the case, then the properties of a
group may be studied by comparing its generating subgroups with known groups.
The set of different constructions of a group from its subgroups is called the group
structure. In this section, the structure of given groups is compared using map­
pings. The construction of groups from subgroups is treated in Sections 7.6 to 7.8.

Homomorphism : Mappings are used to compare groups. A mapping is struc­
turally compatible (homomorphic) if the order in which the mapping and the group
operations are carried out may be changed . Thus , in the case of a homomorphic
mapping , if two elements of the domain are mapped and the group operation is
then performed in the target , the result obtained is the same as if the group opera­
tion is performed in the domain and the result is then mapped to the target.

Isomorphism : Studying groups by comparing their subgroups requires a defini­
tion of the concept of "groups with identical structure ". Two groups are identically
structured (isomorph ic) if there is a bijective homomorphic mapping between them.
It turns out that every infinite cycl ic group is isomorphic to the additive group of the
integers. Every finite cyclic group is isomorphic to a group of residue classes. Every
finite group is isomorphic to a group of permutations.

Natural homomorphism : The canonical mapping k : G --+ GIN from a group
(G ; 0) to its quotient group GIN with respect to a normal subgroup N of G is a
homomorphism. This natural homomorphism relates the class structure of a group
to its group structure. All elements of the normal subgroup N are mapped to the
identity element of GIN. All elements of a coset aoN are mapped to the element
[a] of GIN. If there is another homomorphism f : G --+ H which maps exactly the
elements of N to the identity element 1H (N is the kernel of f), then the groups GIN
and H are isomorphic. This homomorphism theorem is the central theorem in the
study of group structure.
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Automorphisms : In studying the structure of a group (G ; 0), its isomorphic
mappings onto itself (automorphisms) are particularly important. The composition
of the automorphisms of G leads to the automorphism group of G, a subgroup of
the permutation group of G. The mappings which map the elements of G to their
g-transforms with composition as the inner operation form a subgroup of the auto­
morphism group (inner automorphisms). Subgroups which are mapped to them­
selves under all automorphisms are said to be characteristic. Every characteristic
subgroup is a normal subgroup of G.
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7.5.2 HOMOMORPHISM

Compatible structures : The structure of groups is studied by mapping the
groups. A mapping is said to be structurally compatible (homomorphic) if the order
in which mappings and operations on elements are carried out may be changed.
If two elements a, bEG are mapped by a homomorphic mapping f: G~ Hand
the operation f(a)of(b) is then performed in the target, the result is the same as
if the operation a obis performed in the domain and the mapping is then applied
to obtain the image f(a ° b) in the target. Thus, for a structurally compatible map­

ping, f(a)of(b) = f(a ° b).

Regarding a homomorphic mapping from a group to another group, the question
arises whether the images and the preimages of subgroups are also subgroups.
In particular, the question arises whether the images and the preimages of normal
subgroups are also normal subgroups. In the following, homomorphic mappings
are shown to preserve the group properties and normality. For a group G with a
normal subgroup N, this property yields a natural homomorphism which maps G
to the quotient set GIN.

Homomorphic mappings : The mapping f : G~ H from a group (G ; 01 ) to a
group (H ; 02) is said to be homomorphic (structurally compatible) if the image

f (a 01 b) of the product a01 b of any two elements a and b of the set G is equal
to the product f(a) 02 f(b) of their images f(a) and f(b) in the set H. Thus, in the
case of a homomorphic mapping the order of operation and mapping may be
changed. The indices which distinguish the operations 01 and 02 are usually
omitted, since the distinction may be inferred from the context. A homomorphic
mapping f is called a homomorphism.

f : G ~ H is homomorphic := /\ (f (a ° b) = f(a) ° f(b))
a,bEG

Properties of homomorphic mappings : A homomorphic mapping f : G ~ H
of groups has the following properties:

(1) The image f(G) of the group G is a group.

(2) The identity element 1H of the group H is the image of the identity element
1G of the group G :

1H=f(1 G )

(3) The inverse f(at1 of the image f(a) of an element a of the group G is equal
to the image f(a-1) of the inverse a-1 of the element a :

f(at1 := (f(a)t1 = f(a-1)
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Proof : Properties of homomorphic mappings

Let G be a group. The image f(G) is shown to possess the group properties.

(a) For given elements b, and b2 of the image f(G), there are elements a1 and
a2 of the group G such that b, = f(a 1) and b2 = f(a 2). Together with a1
and a2, the group G contains the product a1oa2. Therefore the image f(G)
contains the element f(a10a2) = f(a 1)of(a2), and hence f(G) contains the
product b10 b2.

(b) The group G contains the identity element 1G ' For every element a of G,
a o 1G = a and hence f(ao 1G) = f(a). Since the mapping f is homomorphic,
f(a o 1G) = f(a) of( 1G)' Combining these two results yields f(a)of( 1G) = f(a),
and hence f(1 G) is the identity element of H. This proves property (2).

(c) The identity element 1H is the image of the identity element 1G' and hence
the image of the product a e a", that is 1H=f(1 G)=f(aoa-

1). Since the
mapping f is homomorphic, f(a 0 a:') = f(a) 0 f(a-1).Combining these results
yields 1H = f(a) 0 f(a -1), and hence f(a-1)-1 = f(a).

(d) The image f(G) is a group, since it contains the identity element 1H' the
inverse b-1for any element b and the product b10b2 for any two elements
b1,b 2. This proves property (1).

Composition of homomorphic mappings : Let G1,G2and G3 be groups, and
let f1 : G1~ G2and f2: G2~ G3 be homomorphic mappings. Then the composi ­
tion f20f1 : G1~ G3 is a homomorphic mapping.

Proof: Composition of homomorphic mappings

The homomorphic mapping of arbitrary elements a,b of G1 yields f1(ae b) =
f1(a)0 f1(b)with f1(a),f1(b)E G2.Then the homomorphic mapping of f1(a)and f1(b)
yields :

f2(f1(aob)) = f2(f1(a)of1(b))
f2(f1(a))of2(f1(b)) = (f20f1)(a) 0 (f20f1)(b)

Kernel of a homomorphic mapping : Let a mapping f : G ~ H from the group
G to the group f(G) = H be homomorphic. The subset of elements of G which are
mapped to the identity element 1H of the group H is called the kernel of the homo­
morphic mapping f and is designated by ker f.

ker f : = {a E G I f(a) = 1H}

Injective homomorphism : A homomorphic mapping f from a group G to a
group H is injective if and only if the kernel of f is trivial (contains only the identity
element 1G)' Thus the homomorphic mapping f is injective if and only if f(a) = 1H

for aEG implies a = 1G .

f : G ~ H is injective = ker f = {1 G }
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Proof : Trivial kernel of an inject ive homomorphism

(1) Let the homomorphic mapping f be injective. For every mapping of a group,

f( 1G ) = 1H' Since f is injective, 1G is the only preimage of 1H' and hence
kerf={1 G } ·

(2) Let the kerne l of the homomorphic mapping f be {1 G }. Let the elements f(a)
and f(b) of H be equal. Then f(aob- 1) = f(a) of(b )-1 = f(a) of( a)-1 = 1H ' Since

the kernel of f contains only the element 1G ' it follows that a °b- 1= 1G and
therefore a = b. Hence the mapping is injective.

Induced homomorphism : For the groups G, Hand Z, let <\>: G ---+ H be an arbi­
trary homomorphism, and let n : G ---+ Z be a surjective homomorphism, that is

rt(G) = Z. If ker rt !:: ker <\>, then there is exactly one homomorphism 0 : Z ---+ H with
Oort = <\>. The mapping 0 is called the homomorphism induced by <\>. It has the fol­
lowing properties :

(1) If <\> is surjective, then 0 is also surjective.

(2) If ker n = ker o, then 0 is injective.

o : Z ---+ H

<\> = Oort

Proof : Induced homomorphism

(a) It is to be proved that 0 := <\> ort- 1 is a mapping although an element ZEZ
may have more than one preimage in G which is mapped to H by <\> . Since
the mapping rr is surjective, every element ZE Z has at least one preimage
in G. Let g1,g2 be two different preimages of z, that isrt(g1) = rt(g2) = z. Since
910g2"1 is also an element of G and rt is homomorphic, it follows that

rt(g1 0g2"1)= rt(g1) ort(g2t1=rt(g1) ort(g1t1=1
z' Thus g10g2"1 is an ele­

ment of ker n and therefore by hypothesis also of ker o. Thus <\>(g1 0g2"1) =

1H ' and this implies <\>( g1) = <\>( g2) = : h e H. Thus every element ZE Z has a
unique image o(z) = h in H. Hence the relation 0 is a mapping.
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<I>(gl) = <I>(g2) = h

Jt(gl) = Jt(g2) = z

o(z) = h

(b) It is to be proved that the mapping 0 = <I> 0 Jt- 1 satisfies the condition ooJt = <1>.

Since Jt is a mapping, the relation Jt-1
o rt contains the identical mapping 1G.

Therefore OoJt= <I> 0 Jt-1oJt:2 <I> 01 G= <1>, and thus OoJt :2 <1> . Since a mapping
from G to H cannot be contained in another mapping from G to H, it follows
that ooJt = <1> .

(c) It is to be proved that the mapping 0 is homomorphic. For elements Zl' Z2E Z,
there are elements 9l' g2 E G with Zl = Jt(gl)' Z2= Jt(g2)' Since <I> and Jtare
homomorphic mappings and 00 Jt= <I> :

0(Zl o Z2) = 0(Jt(gl) oJt(g2))

(0 0 Jt) (gl 0 g2)

<I>(gl)°<l>(g2)

o (Jt(gl 0 g2))

<I>(gl 0 g2)

(0 o Jt)(gl)o(O o Jt)(g2)

0(Jt(gl)) 00(Jt(g2)) = 0(Zl)00(Z2)

Since o(Zl 0 z2) = o(Zl )oo( Z2)' the mapping 0 is homomorphic.

(d) It is to be proved that for given mappings <I> and Jt there is exactly one map­
ping 0 with 00 rr = <1>. For every element ZE Z there is an element 9 E G with
Jt(g) =Z and h:= <I>(g). For two mappings 01 : Z--+H and O2 : Z--+H with
0 10Jt(g) = <I> (g) and 020Jt(g) = <I> (g), this implies 0 1(z) = hand 02(z) = h.
Hence the mappings oland 02 are equal.

(e) If <I> is surjective, then for every element h e H there is an element 9E G with
<I>(g) = hand Z := Jt(g). Since 00 Jt= <1>, it follows that 00 Jt(g) = <I>(g), and
thus o(z) = h. Hence the mapping 0 is surjective : o(Z) = H.

(f) It is to be proved that 0 is injective under the assumption ker n = ker <1>. The
homomorphism 0 is injective if its kernel is trivial, that is if ker 0 = {1 z}. For
every element ZE Z with o(z) = 1H there is an element 9 E G with Jt(g) = z.
Then <I>(g) = 00 Jt(g) = o(z) = 1H ' and hence 9 E ker <I> = ker Jtand Jt(g) = 1z ·
Thus only the identity element 1Z of Z is mapped to the identity element 1H

of H by 0, that is ker 0 = {1z}, and hence the mapping 0 is injective.
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Homomorphic mappings of subgroups Let (G ; 0) be a group with a sub­
group H, and let (S ; 0) be a group with a subgroup 1. Let the mapping f : G~ S
be homomorphic. Then f(H) is a subgroup of S. The preimage f-1(T) is a subgroup

of G.

G

Proof: Homomorphic mapping of subgroups

(1) If f(H) contains the elements b. and b2, then there are elements h1,h2 E H

with b1= f( h1) and b2 = f( h2)· Then H also contains the element h10h2
1.

Hence f(H) contains the element f(h1 0h21) = f(h1) of(h2r1 = b10b21. By
property (E2) of subgroups in Sect ion 7.2, f(H) is a group.

(2) If f-1(T) contains the elements c1 and c2, then T contains the elements f(c 1)
and f(c 2). It follows that T contains the element f(c1)of(c2r1 = f(C10C21),
and hence f-1(T) contains the element C10C2

1. By property (E2) , f-1(T) is a
group.

Homomorphic mappings of normal subgroups: Let (G ; 0) be a group with
a normal subgroup N, and let (S ; 0) be a group with a normal subgroup 1. The nor­
mal subgroups exhibit the following properties under a homomorphic mapping
f:G ~S :

(1) The image f(N) is a normal subgroup in the image f(G).

(2) If the mapping f is surjective, then f(N) is a normal subgroup in S.

(3) The preimage f-1(T) is a normal subgroup in G.

(4) The kerne l of f is a normal subgroup in G.

G

Proof: Homomorphic mapping of normal subgroups

(1) Let N be a normal subgroup of G. For arbitrary elements x E f(G) and y E f(N)

there are elements g E G and n E N with x = f(g) and y = f(n) . Since N is a
normal subgroup of G, the product g ono g-l is an element of N. Hence its
image f(g on 0 g-l) = f(g) of(n) of (gr 1= x oy ox-1 is an element off(N). Since

y and x oy ox-1 are elements of f(N) , f(N) is a normal subgroup of f(G).
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(2) If the homomorphism f : G --+ S is surjective, then by definition f(G) = S. It fol­
lows by (1) that f(N) is a normal subgroup of S.

(3) Let T be a normal subgroup of S. For arbitrary elements g EG and n E f-1(T),
the image f(gon 0g-1) = f(g)o f(n)of(gt1is an element of the normal sub­
group T of S since f(n) is an element of 1. Hence gon 0g-l is an element
of f-1(T). Since nand gon 0g-1 are elements of f-1(T), f-1(T) is a normal
subgroup of G.

(4) The kernel of f is the preimage of the normal subgroup {1s} of S. Hence (3)
implies that the kernel is a normal subgroup in G.

Quotient set of a normal subgroup : The cosets of a normal subgroup N in a
group (G ; 0) form a partition of the group. The class with the representative a is
designated by [a] . In the quotient set GIN, an inner operation 0 is defined by the
rule [a] 0 [b] = [a 0 b]. This operation is well-defined since the result is independent
of the choice of representatives.

[a]o[b] = [a e b] = (x e Ia] r; YE[b] = x c y e la e bj )

Proof : Inner operation in the quotient set of a normal subgroup

Let [a] and [b] be cosets of a normal subgroup N in the group (G ; 0). It is to be
proved that for arbitrary elements x E [a] and y E [b] the product x 0y is an element
of the class [a 0 b]. By definition, the normal subgroup N contains elements n1and
n2 such that x = aon1 and y = b 0 n2. Hence :

x oy = a on1 0bon2 = a ob o(b-lon10b)on2

Every transform b-10n1 0 b of the element n1 of the normal subgroup N is an
element n3 of N. The product n30 n2 is an element n4 of the group N. It follows
from x 0 y = a»bon4 that x 0 y is an element of the class [a 0b]. Hence the opera­
tion is well-defined.

Natural homomorphism : The canonical mapping k : G --+ G IN from a group
(G ; 0) to the quotient set GIN with respect to a normal subgroup N of G is homo­
morphic; it is called the natural homomorphism (the canonical projection) of G with
respect to N. That the mapping k is homomorphic follows from the definition of the
inner operation 0 of the domain (G IN ; 0).

k : G --+ G IN with k(a) = [a]

Quotient group with respect to a normal subgroup : Since the canonical map­
ping k : G --+ GIN from a group (G ; 0) to the quotient set G IN is homomorphic, the
domain (G IN; 0) is also a group. The group (G IN; 0) is called the quotient group
(factor group) of the group G with respect to the normal subgroup N.
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Example 1 : Quotient set of a cyclic group

The cyclic group A = {1 ,a,a2,a3 } has the following quotient set:

normal subgroup: N = {1,a 2}

cosets of N 10N = No 1 = a20N = No a2 = {1,a2} = [1 A ]

a eN = Nea = a30N = No a3 = {a.a''} = [a]

365

quotient set A/N = {[1 A J, [a]}

Example 2 : Quotient group of the symmetry group of the tetrahedron

The symmetry group of the regular tetrahedron in Example 2 of Section 7.3.2 has
the following quotient group (see also Example 2 in Section 7.4.2) :

normal subgroup: N = {ao'ag, a1O, a11 }

cosets of N lao] = {aO,a9,a1O,all}
[a l] = {a l,a4,a5,aa}
[a 2 ] = {a 2, a3, ae,a7 }

quotient set A/N = {lao]' [a.] , [a 2 ]}

The domain (A/N ; 0) is a group. For example, [ad 0 [a2] = [a, 0 a2) = lao]' This
result is independent of the choice of representatives for the classes, as the follow­
ing examples demonstrate :

a1 0a3 = all

al 0 ae = ag

a l 0 a7 = a10

a, 0 a2 = all

a5 0 a2 = ag

aa 0 a2 = a10

The product of an element of [a l) with an element of [a 2 ) is invariably an element
of [ao].
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7.5.3 ISOMORPHISM

Identical structures : Studying groups by comparing their subgroups requires
a definition of the concept of "groups with identical structure". The existence of a
homomorphic (structu rally compatible) mapping between two groups does not im­
ply that they possess the same structure. Two groups are identically structured
(isomorphic) if there is a bijective mapping between the groups which is homo­
morphic in both directions.

In a homomorphic mapping f : G ~ H, the number of elements in the group G is
often far greater than the number of elements in the group H. It is therefore not

fruitful to compare the groups using the mapping f. Instead one seeks a group iso­
morphic to H which can be derived from G. The first isomorphism theorem asserts
that the quotient group GIN is isomorphic to H if the kernel of f is a normal subgroup
N ofG.

Many of the subsequent studies of group structures are based on the two remain­
ing isomorphism theorems. The second isomorphism theorem applies to a group
G with a subgroup H and a normal subgroup N: The groups H/H nN and HoN/N
are isomorphic. The third isomorphism theorem applies to a group G with two nor­

mal subgroups Hand N such that N s H s G : The groups G/H and (GIN) I (H/N)
are isomorphic.

Isomorphic mappings : Let a homomorphic mapp ing f : G ~ H from the group
G to the group H be bijective. Then f is called an isomorphic mapp ing (an iso­
morphism). The groups G and H are said to be isomorphic (identically structured) .
The isomorphism of groups is des ignated by G == H (G is isomorphic to H).

Finite isomorphic groups contain the same number of elements. However, finite
groups with the same number of elements are not necessarily isomorphic (see
Example 1). For a suitable choice of designations for the elements, the product
tables of isomorphic groups are identical. Isomorphic groups are therefore often
said to be identical.

Properties of isomorphic mappings

(1) Let (G ; 0) and (H ; 0) be groups. Let the mapping f : G ~ H be an iso­
morphism. Then the inverse mapping r ' :H~G is also an isomorphism.

Thus G == H implies H == G.

(2) Let the mappings f1: G1~G2and f2: G2~Gabeisomorphisms.Thenthe

composition f20f1 : G1~Ga is also an isomorphism. Thus from G1== G2
and G2 == Ga it follows that G1== Ga·
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Proof : Properties of isomorphic mappings

(1) For elements h1,h2EH, there are elements g1' g2EG such that h, = f(gl)'
h2= f(g2) and h, ° h2= f(gl ° g2). For the inverse mapping r ', this implies:

f-1(h
1 o h2) = f-10f(gl° g2) = g1° g2 = f- 1(h

1)of-
1(h

2)

(2) The compositionof homomorphic mappings is a homomorphism. The com­
position of bijective mappings is bijective. Hence f20f1 is an isomorphism.

Example 1 : Non-isomorphicfinite groups of the same order

It is difficult to determine the number of non-isomorphic groups of a given order.
The followingtable shows the number of non-isomorphic groups of orders 1 to 15.
The product tables for the non-isomorphicgroups of order 4 are specified.

order 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

number 1 1 1 2 1 2 1 5 2 2 1 5 1 2 1

° 8 0 8 1 8 2 8 3

8 0 80 8 1 82 8 3

8 1 8 1 8 2 8 3 8 0

8 2 82 8 3 80 8 1

8 3 8 3 80 8 1 8 2

cyclic group

° 8 0 8 1 8 2 8 3

8 0 80 8 1 8 2 8 3

8 1 8 1 8 0 8 3 8 2

82 8 2 8 3 8 0 8 1
_ .

83 8 3 8 2 8 1 80

Klein's four-group

Kernel of a natural homomorphism Let N be a normal subgroup in a group
(G; 0). Then k: G -+ GIN is a natural homomorphism. The subgroup N of G is
exactlythe set of elementswhich are mappedto the identity element 1GIN = [1G l
of the quotient set GIN. Hence the normal subgroup N is the kernel of the natural
homomorphism k.

n EN = k(n) = 1GIN

1GIN = [1G l = 1G ° N = N

N is a normal subgroup in G = N is the kernel of k: G -+ GIN.
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First isomorphism theorem : Let the kernel of a surjective group homomorph­
ism f : G --+ H be N. Then the quotient group GIN and the group H are isomorphic.

H = f(G) ;= GIN

homomorphic mapping
canonical mapping
isomorphic mapping
composition

f : G --+ H with ker f
k : G --+ GIN with k(a)
i: GIN --+ H with i([a])
f = i 0 k

N
[a]
f(a)

Proof : First isomorphism theorem

Accord ing to Section 7.5.2, the kernel of the homomorphism f is a normal subgroup
in G. The natural homomorphism k : G --+ GIN is surjective. Hence f induces a
homomorphism i : GIN --+ H. Since f is surjective, i is also surjective. By hypo­
thesis, ker k = ker f = N, so that i is injective (see Section 7.5.2). Since i is surjective
and injective, i is an isomorphism. Hence the groups GIN and H are isomorphic.

Example 2 : Displacement of a body along the real axis

Let A be a body in a closed interval on the real axis R . The linear mapping
sa,b : A --+ R is a displacement of the body A along the axis R . Let this displacement
be given by the sum of a rigid motion b and a linear deformation ax of the body.

sa,b : A --+ R with sa,b(x) = ax + b and a ;.C 0

The linear mappings sa,bwith different parameters a.b E R form a group with the
identity element Sl,O' Applying the mapping sc,d after the mapping sa,b yields a
mapping sac,bc+d' Every mapping sa,bhas an inverse :

sc,d oSa,b(x) = c(ax + b) + d = (ac)x + (bc + d) = sac,bc+d (x)

S-l (x) = 1 x - Qa,b a a

s;1 oSa,b(x) = ~(ax + b) - ~ = x = Sl ,O (x)
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The general relationship between displacement, rigid motion and deformation is
determined by studying the structure of the group G of linear mappings. The map­
ping f from the displacement group G to the deformation group H is homomorphic:

f: G ~ H with f( sa,b) = sa,O

f(sc ,dosa ,b) = f(sac,bc+d) = sac,O = sc,O osa,O = f(sc,d)of(sa,b)

The identity element 1H of the deformation group is f(s1,0) = S1,0' The kernel N of
the homomorphic mapping f contains the rigid motions. The image H = f(G) con­
tains the deformations.

N ker(f) = {S1 ,b bE R}

H f(G) = {sa,o a E R 1\ a ~ 0 }

A class [sa,b] in the factor group of the natural homomorphism k: G ~ GIN con­
tains all displacements with the same expansion factor a :

[sa,b] = NOSa,b = {S1,d I d E R}osa,b = {sa,e leE R}

The isomorphism i : GIN ~ H maps the displacement class with the expansion
factor a and different motions e to a displacement with the same expansion factor
a and the motion e = 0 :

displacement group G : f deformation group H :

{sa,b I a.b E R /\ a;" OJ {sa,O I a E R /\ a ;" OJ

k

i

displacement classes :

[sa,b] = {sa,e leE R j
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Second isomorphism theorem : Let (G ; 0) be a group, H ~ G a subgroup and
N c G a normal subgroup. Then:

(1) H 0 N is a subgroup of G with normal subgroup N.

(2) Hn N is a normal subgroup of H.

(3) The groups H/H nN and HoN/N are isomorphic.

Proof : Second isomorphism theorem

(1) Since N is a normal subgroup of G,g oN = Nog holds for every element g E G.
For every element h of the subgroup H of G, h 0 N = Noh , and hence also
H 0 N = NoH. Since the factors may be interchanged, H 0 N is a subgroup of
G by property (P2) of the products of subgroups (see Section 7.2) .

An arbitrary element hon E H 0 N is an element of G. For the normal subgroup
N in G, this implies h 0 n e N = Noh 0 n. Hence N is a normal subgroup in H 0 N.

(2) Since H is a subgroup and N is a normal subgroup of G, property (T3) of
normal subgroups implies that Hn N is a normal subgroup of H.

(3) For the group H 0 N with the normal subgroup N, there is a natural homo­
morphism f : HoN -ooH oNiN. The images of the elements hcn e Hc N and
h e H are equal, since the normal subgroup N is mapped to the unit element
of HoN/N :

f(h on) = f(h) of (n) = f(h)

Hence the restriction fH : H -00 H 0 N/N is a surjective homomorphism with ker­
nel Nn H. For the group H with the normal subgroup Hn N, there is a natural
homomorphism k: H-ooH/HnN with the kernel HnN. Since the surject ive
homomorphisms fH and k have the same kernel HnN, the induced homo­
morphism i : H/H nN -ooH oN/N is an isomorphism (see Section 7.5.2).
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Third isomorphism theorem Let (G ; a) be a group, and let N, H be normal
subgroups in G with N ~ H ~ G. Then:

(1) N is a normal subgroup of H.

(2) H/N is a normal subgroup of GIN.

(3) The groups (GIN) I (H/N) and G/H are isomorphic.

Proof : Third isomorphism theorem

(1) Since N is a normal subgroup of G, by definition g aN = Nag for every ele­
ment g E G, in particular for every g E H. Hence N is a normal subgroup of H.

(2) Every element of the quotient group H/N is a coset h aN . Since h e G, the
coset h aN is also an element of GIN. Every element of HI N is therefore an
element of GIN.

The natural homomorphism f: G~G/N maps the group G to GIN and the
normal subgroup H <J G to H/N ~ GIN . According to Section 7.5.2 (homo­
morph ic mappings of normal subgroups), H/N is a normal subgroup in GIN .

(3) The natural homomorphism k1 : G~G/H is surjective, and its kernel con­
tains the normal subgroup N, that is N ~ ker k1.The natural homomorphism
f : G~G/N is surject ive with kernel N. According to Section 7.5.2, the homo­
morphism k1induces a surjective homomorphism s : GIN~G/H .The kernel
of s is the normal subgroup H/N of GIN , since k1maps H to the identity ele­
ment of G/H :

s-l(1G/H) = (f akl1)(1G/H) = f(k-1(1G/H)) = f(N) = H/N

By the first isomorphism theorem , the surjective homomorphism s induces
an isomorphism i : (G/N)/(H/N) ~G/H . The groups G/H and (GI N) I (H I N)
are therefore isomorph ic.

k1 : G ~ G/H

f G ~ GIN

s GIN ~ G/H

k2 : GIN ~ (GIN) I (H/N)

i : (G/N)/(H/N) ~ G/H
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Extended third isomorphism theorem: Let (G ; 0) be a group, let N1 be a
normal subgroup of G, and let H be a normal subgroup of the quotient group GIN l'

Then for the natural homomorphism k : G~G/N1 :

(1) The preimage N2 := k-1(H) is a normal subgroup of G and contains N1.

(2) H is the quotient group N2 IN t -

Proof : Extended third isomorphism theorem

The natural homomorphism k: G~G/N1 is surjective . In Section 7.5.2, the pre­
image of the normal subgroup H of GIN 1 is shown to be a normal subgroup
N2 := k-1(H) of G. The group N2 contains the group N l ' since the homomorphism
k maps the group N1 to the unit element 1H in H. It follows from N1c N2c G and
N2 = k-1(H) that H = N2/N 1.
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7.5.4 ISOMORPHIC TYPES OF GROUPS

Introduction : In this section, some frequently used isomorphisms are compiled
and proved using the tools of the preceding section:

(1) Every infinite cyclic group is isomorphic to the group (I ; +) of the integers.

(2) Every finite cyclic group of order n is isomorphic to the group I n of residue
classes.

(3) Every finite group G is isomorphic to a group of permutations of the group G.

Isomorphic cyclic groups : Up to isomorphism, the additive group (I; +) of the
integers is the only infinite cyclic group. Up to isomorphism, the group I n of residue
classes in 8ection 7.4 .3 is the only finite cyclic group of order n.

Proof : Isomorphic cyclic groups

Let a be the generating element of a cyclic group (G ; +). The mapping f from the
integers I to the group G is a surjective homomorphism :

f: I -+ G with f(z) = za

f(z1 + Z2) = (Z1 + z2) a = Z1 a + Z2a = f(z1) + f(z2)

If the group G is infinite, then the kernel of the mapping f is the set {OJ. If the group
G is finite of order n, then the kernel of f is the subgroup I n. By the first iso­
morphism theorem, the group G and the quotient group l / ker f are isomorphic.

G infinite

G finite

I / kerf I / {OJ

I / kerf = I / I n
I =

Isomorphic permutation groups : Let a mapping <j> : A -+ B from a finite non­
empty set A to a non-empty set B be bijective. Then there is an isomorphic map­
ping f : 8(B) -+ 8(A) between the complete permutation groups 8(A) and 8(B) .
Hence the group of all permutations on a set of n elements is unique up to iso­
morphism. This permutation group is called the symmetric group for a set of n ele­
ments and is designated by 8 n .

Proof : Isomorphic permutation groups

(1) Every element co of the permutation group 8(B) is a permutation of B, that is
ro : B -+ B. The image of the permutat ion rounder the mapping f is defined to
be the o-transtorm of rn :

f : 8(B) -+ 8(A) with f(w) = <j>-10wo<j> a1,a2E A

<j>-1 0 wo<j> (a1) = <j>- 10 w(b1) = <j>-1(b2) = a2 b1,b2EB
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yE S(A)

wE S(B)

(2) The mapping f is a homomorphism, since for permutations w l E S(B) and
W2 E S(B) with the images <I>- l o w l 0<1> and <I>-10w20<l> in S(A) one has :

f( w2o w1) <I>-1 0(w20Wl ) o<l> = ( <I>-10w20 <l» ° (<1>- 1OWl 0 <1»

f( w2 o W1) f( w2) 0 f( wl)

(3) The mapping f is bijective. If f-l : S(A) -+ S(B) is defined by f-l(y) =

<I> 0y 0 <1>- 1, then the compositions f ° f- 1 and f-l ° f satisfy :

f of- l(y) = <I>-l o(<I> oy o<l>-l) o<l> y

f-l of(w) = <I> o (<1>-1ow 0<1»0 <1>-1 w

(4) Since the mapping f is bijective and homomorphic, the permutation groups
S(A) and S(B) are isomorphic.

Left translation of a group : Let every element of a group (G ; 0) be multiplied
from the left by the element g E G. Since the equation g oa = b has a unique solu­
tion a = g-l ob E G for every b EG, the mapping <1>9 : G -+ G with <l>9(a) = g oa is

bijective. The mapping <l>g is called the left translation of the group G defined by g.
For g ;: 1, the left translation is not homomorphic!

<1>9: G -+ G with <l>9(a) = g oa

<l>g(a ob) = g oa ob = <l>g(a)o b

<l>g(aob) ;: <l>g(a) 0 <l>9(b) = <1>9 is not homomorphic

Cayley's Theorem : Every finite group (G ; 0) is isomorphic to a group of per­
mutations of the set G. Thus, there is an injective homomorphism f: G -+ S(G). The
image of the element g of G is the left translation <l>g . The image of the group G
is a subgroup of the symmetric group S(G) .

f: G -+ S(G) with f(g) = <l>g

Proof: Cayley's Theorem

(1) The relation f defined above is a mapping. Equal elements g = h of G have

equal images <l>g and <l>h in S(G) . For a E G :

<l>g(a) = goa = h e a = <l>h(a) = <l>g = <l>h

(2) The mapping f is injective. Equal elements <l>g = <l>h in f(G) have equal pre­
images g and h in G , since for a EG, the element a- l is also in G :

<1>9 = <l>h = g oa = h e a = g oa oa-1 = h e ae a"' = g = h
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(3) The mapp ing f is homomorphic, since for g, h E G :

cj>goh (a) = g oh oa = g o cj>h (a) = cj>9 (cj>h(a)) = cj>90cj>h(a)

f(g oh) = cj>goh = cj>9 0cj>h

(4) Since the homomorphism f is injective, the groups G and f(G) are isomorphic.

Right translation : If in def ining a permutation of a group (G ; 0) the left trans­

lation cj>g(a) = g oa is replaced by the right trans lation og(a) = a og , the mapp ing
k : G ---+ S(G) with k(g) = Og is generally not a homomorphism, since for g, h E G :

0goh(a) = a og oh = og(a) oh = 0h(09(a)) = 0hOOg

k(g oa) = 0goh = 0ho 0g ~ 0g OOh

For the definition of the composition 0g0 0h used here (Og after 0h)' the mapp ing
which maps the elements of a group to right translations is therefore homomorphic
only if the group is commutative (abel ian) . For general groups, mappings to left
and right trans lations must be distinguished .

Example : Cayley's Theorem

A group G = {a. ,a2, a3} with the identity element a1 has the following product
table:

0 a1 a2 I a3

a1 a1 a2 a3

a2 a2 a3 a1

a3 a3 a1 a2

The permutation group S = {O1,02'03 } isomorphic to G contains the following
permutations. The mapping f: G ---+ S with f(a j ) = OJ is bijective and homo-
morphic. The group S is a subgroup of the permutat ion group S3 .

[ a, a2 a3
] [ a, a2 a3

]°1 = a10 a1 a10 a2 a1° a3 a1 a2 a3

[ a,
a2 a3

] [ a, a2 a3
]°2 a2 °a1 a2°a2 a2 0 a3 a2 a3 a1

[ a
a2 a3

] [ a , a2 a3
]°3 a3

01a
1 a3 0 a2 a3 0 a3 a3 a1 a2
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7.5.5 AUTOMORPHISMS

Introduction : An isomorphic mapping from a group to itself is called an auto­
morphism . Thus , an automorphism is a homomorphic permutation. The composi­
tion of automorphisms on a group G leads to the automorphism group of G. This
group is a subgroup of the permutation group of G.

The mapping of the elements of a group G to their g-transforms is an auto­
morphism on G and is called an inner automorphism. The inner automorphisms
of G with composition as the inner operation form a subgroup of the automorphism
group. The mapping from a group to its inner automorphisms is a group homo­
morphism. Not every automorphism is an inner automorphism.

The action of automorphic mappings on subgroups is important for the structure
of a group. Subgroups which are mapped to themselves under all automorphisms
are said to be characteristic; they are normal subgroups of the group. Only charac­
teristic subgroups of a normal subgroup of a group are also normal subgroups of
the group itself: This is not true for other normal subgroups of a normal subgroup .

Automorphic mappings : An isomorphic mapping f : G~ G from a group (G ; 0)

to itself is said to be automorphic (an automorphism of G). The set of auto­
morphisms of G is designated by aut G.

aut G := {f: G~ G I f is isomorphic}

Properties of automorphic mappings

(A1) The composition f1 0 f2 of automorphisms f1 and f2 is defined as an inner
operation in the set aut G. The domain (aut G ; 0) is a group; it is called the
automorphism group of G.

(A2) If the sets G and H are isomorphic, then their automorphism groups are also
isomorphic.

G =H = aut G =aut H

Proof A1 : The domain (aut G ; 0) is a group.

The domain (aut G ; 0) has the properties of a group:

(1) The identity element is the identity mapping i :

i : G~ G with i (g) = g

(2) Together with the automorphisms f1 and f2' the set aut G also contains their
composition f1 0 f2. In fact, every automorphism is an isomorphism . By
property (2) of isomorphisms in Section 7.5.3, the composition f1 0 f2 : G~ G
is an isomorphic mapping from G to itself, and hence by definition an element
of aut G.
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YE aut G

0) E aut H

(3) If f : G~ G is an automorphism, then by property (1) of isomorphisms the in­
verse f-1 : G~ G is also an automorphism, and hence an element of aut G.

Proof A2 : The automorphism groups of isomorphic sets are isomorphic.

(1) Let the mapping <\>: G~ H be an isomorphism with <\>(g) = h. Every element
of aut H is an isomorphism 0): H~ H. Let the image of 0) under the mapping
f : aut H~ aut G be the <\>-transform of 0) :

f: aut H~aut G with f(O)) = <\>-100)0<\> gl ' g2EG

<\>-l oO)o<\>(gl) = <\>-1 00)(h1) = <\>-1(h2) = g2 h1, h2EH

(2) The mapping f is a homomorphism, since for the automorphisms 0)1 '0)2E
aut H with the images <\>-1 0 O)i 0 <\> in aut G :

f(0)2 00)1) = <\>-1 0(0)200)1) 0 <\> = (<\>-100)20 <\»0(<\>-1 00)1 0 <\»

f(0)2 0 0)1) = f(0)2) 0 f(0)1)

(3) The mapping f is bijective. Using f-1: aut G~ aut H with f-1(y) = <\> 0 y 0 <\>-1
for y E aut G one obtains:

f 0 f-1(y) = <\>-1 0(<\> o y 0 <\>- 1) 0 <\> = y

f- 1 0 f (0)) = <\> 0 (<\>-1 00) 0 <\» 0 <\>-1 = 0)

(4) Since the mapping f is bijective and homomorphic, the automorphism groups
aut G and aut H are isomorphic.

Inner automorphisms : For every element 9 of a group (G ; 0), the relation
Og : G~ G with og(a) = goaog-1 is an automorphism. It is called the inner auto­
morphism of G with respect to g.

Og : G~ G with og(a) = goa og-1 /\ a, 9 E G

Proof : The relation Og is an automorphism.

(1) The relation Og is a mapping. Every element a of G has an image Og (a).
Equal elements a = b of G have the same image:

a = b = goaog-1 = gobog-1 = og(a) = og(b)

(2) The mapping Og is homomorphic, since for elements a, bEG :

og(aob) = goa obog-1 = (goaog-1)0(g ob og-1) = og(a)oog(b)

(3) The kernel of the mapping Og is trivial, since og(a) = 1G implies goa og-1
= 1G = a = g-l og = 1G. Hence the mapping Og is injective. Every element
b of the image has a preimage a = g-l obog. Thus Og is injective and surjec­
tive, and hence bijective. Since Og is bijective and homomorphic, Og is an au­
tomorphism.
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Properties of inner automorphisms

(11) The set of inner automorphisms of G with the composition 091 0 092 as the
inner operation on the elements 091 and 092 is a group . It is designated by
int G.

(12) The mapping from a group G to the group of its inner automorphisms is a
homomorphism :

f : G~ int G with f(g) = 0g

Proof : Properties of inner automorphisms

(11) The domain (int G ; 0) has the properties of a group:

- The identity element is the identity mapping 01 :
G

0l
G(a)

= 1Goa 01Gl = a

- Together with 091 and 092' the set int G also contains their composition
093 = 091 0092' since together with g1 and g2 the group G also contains
g3 = gl og2:

0910092(a) = gl o(g20aog21)og11 = g30a og;1 = 093(a)

- Together with 0g, the set int G also contains the inverse Ogl = 0g_1 :

0gOOg_1(a) = g o(g-10aog) og-1 = 1Goa01Gl = 01
G(a)

(12) For elements a, g, h e G and the inner automorphism 0goh :

09oh(a) = g oh oa o(g oh)-1 = go(hoaoh-1) og-1

09oh(a) = g o 0h(a) 0 g-1 = 0g oOh(a)

Forf : G~intG with f(g)=og it follows that f(goh) =f(g) o f(h).

Outer automorphisms : The group of inner automorphisms of an abelian group
contains only the identity mapping. However, there are other automorph isms of
abelian groups (see Example 2). An automorphism of G which is not an inner auto­
morphism is called an outer automorphism of G.

Example 1 : Inner automorphisms of the tetrahed ral symmetry group

The inner automorphisms of the symmetry group of a regular tetrahedron are
shown in Example 1 of Section 7.4.4. Row k of the transformation table contains
the images under the inner automorphism fk: G~G with fk(a m) = ak

10amo ak.
The entry in row k and column m is the image ak1 0 amoak of the element am' The
subgroup {a o' ag, a lO, all} is a normal subgroup of the symmetry group (see Ex­
ample 2 in Section 7.4.2) . Each of the 12 inner automorphisms of G maps every
element of this subgroup to an element of the subgroup.
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0 ao I
a1 I

a2 a3

ao ao a1 a2 a3

a1 a1 a2 a3 ao
a2 a2 a3 ao a1

a3 a3 ao a1 a2

Example 2 : Outer automorphism of a cyclic group

The following table contains the products of a cyclic group of order 4. Since the
group is abelian, the group of inner automorphisms consists only of the identity
mapping : a- 1ob oa = a-1oa ob = b for all a, bEG. The mapping f : G-+G with
f(a) = a3 is a homomorphism, since f is bijective and f(a ob) = (a ob)3 = a3ob 3 =
f(a) of(b). The mapp ing f is an outer automorphism of G.

f(ao) = ao

f(a1) = a3

f(a2) = a2

f(a3) = a1

Characteristic subgroups : Let G be a group. A subgroup H of G is said to be
characteristic in G if for every automorphism cj> : G -+ G the image of H is contained

in H.

H is characteristic in G:= 1\ (cj>(H) ~ H)
</>E aut G

If the group G is finite , it follows that cj>(H) = H, since the mapping cj> is isomorphic.
If the group G is infinite, then cj>(H) c H would imply that the condition cj>-1(H) ~ H
for the inverse automorphism cj>-1 is not sat isfied. Hence the cond ition cj>(H) = H
applies to all groups:

H is characteristic in G = 1\ (cj>(H) = H)
<j> E aut G

Properties of characteristic subgroups

(C1) Every characteristic subgroup of a group G is a normal subgroup of G.

(C2) Let N be a normal subgroup of the group G, and let H be a characteristic
subgroup in N. Then H is a normal subgroup of G.

Proof : Properties of characteristic subgroups

(C1) Let a subgroup H ~ G be characteristic in G. Then cj>(H) = H holds for every
automorphism cj> on G, in particular for every inner automorphism on G. For
every element g E G and h1E H, therefore, og(h 1) = g oh1o s' = h2 E H, so
that g oh1 = h2og. Hence H is a normal subgroup of G with g oH = Hog.

(C2) Since N is a normal subgroup of G, g oN = N og for every g E G. Hence there
is an automorphism cj> : N -+ N with cj>(h) = g-10n 0g for every g E G. Since the
subgroup H is characteristic in N, the image cj>(h) of every element h e H
under the automorphism cj> is an element of H : g-10h10g 0h2 with h2 E H for

all h, E H, g EG. Thusg oH = Hogforall g E G. Hence H is a normal subgroup
of G.
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Notes:

(1) By property (C1), every characteristic subgroup of a group G is a normal sub­
group of G. There are, however, also normal subgroups of a group which are
not characteristic subgroups of this group (see Example 3).

(2) By property (C2), every characteristic subgroup H of a normal subgroup N
of a group G is a normal subgroup of N and of G. There are, however, also
normal subgroups H of a normal subgroup N of a group G which are not
normal subgroups of G (see Example 3).

(3) If a subgroup H is characteristic in a normal subgroup N of G, then H is not
necessarily a characteristic subqroup of G.

Properties of normal subgroups : By the definition in Section 7.4.2, a sub­
group H of a group (G ; 0) is a normal subgroup of G if goH = Hog for every g E G.
Normal subgroups have the following properties:

(N1) A subgroup H of a group (G ; 0) is a normal subgroup of G if and only if H is
mapped to itself under every inner automorphism of G.

(N2) Let N be a normal subgroup of a group (G ; 0), and let <I> : G~ G be an inner
automorphism of G. Then the automorphism may be restricted to <l>N: N~ N.

Proof : Properties of normal subgroups

(N1) Let H be a subgroup of G which is mapped to itself under every inner auto­
morphism Og. Then for every element g E G and every element h1E H there
is an element h2E H such that goh1og-1 = h2and hence goh1 = h20g. Thus
goH \;;; Hog. Analogously, g-10h 10g = h3 implies Hog \;;; goH. Together, the
two inclusions imply go H = Hog for every g E G : The subgroup H is a normal
subgroup of G.

Let H be a normal subgroup in G. Then for every element g E G and every
element h1E H there is an element h2 E H with go h1 = h20g. Together with
g the group G also contains g-1, and hence h2 = go h10g-1. Thus every inner
automorphism Og of G maps the group H to itself .

(N2) Together with <1>, the group of inner automorphisms of G also contains the
inverse <1>-1. Hence <I> 0 <I>-1(N) = N = <1>-1 0<1> (N). Since N is a normal sub­

group, also <I> (N) \;;; Nand <I>-1(N) c N. These conditions are simultaneously
satisfied only if <I> (N) = <1>-1 (N) = N. Hence the automorphism <I> may be re­
stricted to N.
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Example 3 : SUbgroups of the symmetric group S4

The subgroups and normal subgroups of the symmetric group S4 are determined
in Sections 7.7.7 and 7.7.8. In this example, a subset of the subgroups of S4 is
considered :

alternating group :

Klein's four-group :

cyclic subgroup

trivial subgroup

A4 = {al,a3,a6,a9,all ,a12,a13,a14,a15,a16,a17,a18}

V4 = {al ,a 3,a6,a9}
Z, = {a l ,a3 }

I = {a.}

These groups form a chain S4~ A4~ V4~ Zl ~ I, in which each of the subgroups
is a normal subgroup of its predecessor, that is I <] Zl ' Z, <] V4' V4 <] A4, A4 <] S4'
The four-group V4 is also a normal subgroup of its second predecessor S4' This
is due to the fact that A4 is a normal subgroup of S4 and V4 is a characteristic sub­
group in A4.

The cyclic group Z, is not a normal subgroup of its second predecessor A4. The
four-group V4 is a normal subgroup in A4 and Z, is a normal subgroup in V4' but
Z, is not a characteristic subgroup of V4' For example, for a3 E Z, and all E A4,
the transform all o a3o a1~ = a6 is not an element of Zl'
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7.6 ABELIAN GROUPS

7.6.1 INTRODUCTION

The inner operation of an abelian group is commutative. The order in which the
operation is applied in expressions is therefore arbitrary. This property leads to es­
sential simplifications in the structure of abelian groups compared to the structure
of non-commutative groups. In particular, it turns out that every finitely generated
abelian group may be represented as a direct sum of cyclic groups, albeit not nec­
essarily uniquely. This property of abelian groups is widely applied , for instance in
algebraic topology.

In analogy with real vector spaces, the concept of a linear combination of elements
is introduced for abelian groups. In contrast to the case of real vector spaces,
however, the elements of an abelian group can be uniquely represented as linear
combinations of the elements of a basis only if every element of the group gener­
ates a subgroup of infinite order. A group with this property is called a free abelian
group. The concept of a direct sum of subgroups of an abelian group is introduced
in order to study the structure of abelian groups which contain elements of finite
order.

The study of homomorphic mappings of direct sums shows that every finitely gen­
erated abelian group H is the image of a free abelian group A.The linear combina­
tions of the basis of A whose image is the identity element in H form a normal
subgroup N in A. The quotient group A/N is isomorphic to H. This isomorphism
leads to a decomposition of H into a direct sum of cyclic groups (fundamental
theorem for abelian groups) .

The decomposition of an abelian group into cyclic groups is generally not unique.
The decomposition considered in the fundamental theorem for abelian groups
leads to cyclic groups whose orders are infinite or form a divisor chain. However,
an abelian group may also be decomposed into cyclic groups whose orders are
infinite or powers of primes . This decomposition is treated in Section 7.9. It is
unique up to isomorphism and the order of the summands.
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7.6.2 CLASSIFICATION OF ABELIAN GROUPS

Introduction : Due to the commutative property of an abelian group (A ; +), every
subgroup H of A is a normal subgroup in A.The subgroup H may be used to parti­
tion the abelian group into cosets. The subgroup X of elements of finite order in
A is a special normal subgroup. It is called the torsion group of A. The quotient
group A/X is a group of infinite degree. This classification of A forms the basis for
the analysis of the structure of abelian groups in Section 7.9.

Abelian groups : A group is said to be abelian if its inner operation is commuta­
tive . The sum notation (A; +) is generally used for abelian groups. The identity

element is designated by o. The inverse of an element a of the group A is desig­
nated by -a, the n-fo ld sum of the element a by na. For n = 0, let na = O.

1\ 1\ (a +b = b + a)
aEA bEA

Every cyclic group is abelian. Cyclic groups are treated in Sections 7.3.4 to 7.3.6.
However, there are also abelian groups which are not cyclic.

Order of an element : An element a of a group (A; +) is called an element of
order n if it generates a subgroup gp(a) of order n (see Section 7.3.6). If the order

of the element a is finite, then n is the least positive integer for which na = 0 holds.
If the order of the element a is infinite, then na is non-zero for all positive integers.
The identity element 0 is an element of finite order.

a is an element of finite order :=

a is an element of infinite order :=

V (ka = 0)
kE N'

1\ (ka;z! 0)
kE N'

Abelian group of finite degree : An abelian group (A; +) is called an abelian
group of finite degree (torsion group) if every element a E A is an element of finite
order.

(A; +) is an abelian group of finite degree := 1\ V , (ka = 0)
aEA kE N

Every finite abelian group (A ;+) is an abelian group of finite degree, since by
Fermat's lesser theorem (F2) in Section 7.4.2 the n-fold sum of every element a
of a group of finite order n is equal to the identity element o. However, an abelian

group of finite degree may be an infinite group (see Example 4) if the number of
generating elements is infinite.

(A ; +) is finite = (A ;+) is an abelian group of finite degree
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Abelian group of infinite degree : An abelian group (A; +) is called an abelian
group of infinite degree and is said to be torsion-free if every element a E A except
for the identity element 0 is an element of infinite order.

(A; +) is an abelian group of infinite degree:<=> 1\ 1\ , (ka ~ 0)
aEA kE N
a,oO

Every abelian group of infinite degree is an infinite abelian group, but an infinite
abelian group may contain elements of finite order besides the identity element O.

(A ; +) is an abelian group of infin ite degree => (A ; +) is infinite

Abelian group of mixed degree : An abelian group (A; +) is called an abelian
group of mixed degree if it contains elements of finite order other than the identity
element 0 and also elements of infin ite order. An abelian group of mixed degree
is an infinite group.

Subgroups of abelian groups : Every subgroup (X; +) of an abelian group
(A; +) is abelian. If X contains exactly the elements of finite order of an abelian
group (A; +), then (X; +) is a subgroup of (A; +). This subgroup is called the torsion
subgroup of A and is designated by tor A.

Proof : Properties of subgroups of an abelian group

(1) Every subgroup (X; +) of an abelian group (A ; +) is abelian, since the
elements of X are also elements of A, and hence the commutativity of the
addition + of the group is inherited by the subgroup.

(2) If a subset X of A contains all elements of finite order in A, then X contains
the identity element o.For every element x of order n, X contains the inverse
element -x, since nx = 0 implies n(-x) = O. If X contains an element x1
of order n1 and an element x2 of order n2, then X contains the element
x1 + x2' since n1x1 =0 and n2x2 =0 implies n 1n2(x1 + x2) =O. Hence the
domain (X; +) has the properties of a group.

Normal subgroups of abelian groups : A left coset of a subgroup (X ; +) in an

abelian group (A ; +) with a representative a is designated by a + X. A right coset
is designated by X +a . Every subgroup (X ; +) of an abelian group (A; +) is a
normal subgroup of A , so that a + X = X + a = [a] .

Proof : Every subgroup of an abelian group is a normal subgroup.

The left coset with the representative a is the set a + X = {a + x I x EX}. The right
coset with the same representative a is the set X + a = {x + a I x EX} . Since the
addition + is commutative , the left and right coset are equal : a + X = X + a . By
the definition of normal subgroups in Section 7.4 .2, (X ; +) is therefore a normal
subgroup in A.
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Quotient groups: The cosets lao]' [a 1] , ... of a normal subgroup (X; +) in an abel­
ian group (A; +) form the quotient set A/X = {[a o], [ad, ...} defined in Section 7.5.2.
The addition + of cosets in the quotient set A/X is defined by the rule lao] + [a 1] =

lao + a.], The quotient group (A/X ; +) is an abelian group with the set X acting as
the identity element. If the subgroup (X; +) contains all elements of finite order of
an abelian group (A ; +) of mixed degree, then the quotient group A/X is an abelian
group of infinite degree (torsion-free) .

Proof : Properties of quotient groups of abelian groups

(1) The quotient group (A/X; +) is abelian , since the addition + is commutative:

lao] + [a 1] = lao + ad = [a. + ao] = [a 1] + lao]'

(2) For a representative x E X of the normal subgroup, x + X = X = X + x, so that
the set X is the coset [0]. It follows from [a] + [0] = [a + 0] = [a] that X = [0] is
the identity element of the quotient group.

(3) The quotient group (A/X; +) is an abelian group of infinite degree if its identity
element X is the only element of finite order. Let a coset [a] in A/X be of finite
order n. Then rna] = n[a] = X. Hence na is an element of X.

Since the elements of X are of finite order by hypothesis, there is a number
m such that mna = O. Hence a is an element of finite order, and therefore an
element of the group X. Hence the coset [a] coincides with X , and therefore
X is the only element of finite order in the quotient group A/X.

Example 1 : Cyclic four-group

The following sum table defines the addition + in a cyclic group (A; +) of order 4
with the generating element u and the setA = gp(u) = {O,u, 2u, 3u}. The sum table
is symmetric with respect to the diagonal from the top left corner to the bottom right
corner. This symmetry follows from the commutative property x + y = y + x of the
addition for x, YEA. The cyclic four-group (A; +) is abelian .

+ 0 u 2u 3u

0 0 u 2u 3u

u u 2u 3u 0

2u 2u 3u 0 u

3u 3u 0 u 2u
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The group (N; +) with N = {O,2u } is a subgroup of (A; +). Thus, since A is abelian,
N is a normal subgroup of A. The cosets of N in A are lao] = [0] = {O,2u} = Nand
[all = [u] = {u, 3u}. The quotient group (AIN ;+) with A/N = {[ao], [a l]} and the
identity element N = lao] is abelian. If two elements of lao] are added, the result
is an element of lao]. If two elements of [all are added, the result is an element
of lao]. If an element of lao] and an element of [all are added in arbitrary order,
the result is an element of [al l .

+ [aol [all

[aol [aol [all

[all [all [aol

+ 0 2u u 3u

0 0 2u u 3u

2u 2u 0 3u u

u u 3u 2u 0

3u 3u u 0 2u

Example 2 : Klein's four-group

The following sum table defines the addition + in Klein's four-group (G; +) with
G = {O, a, b, c}. Klein's four-group is abelian but not cyclic.

+ 0 a I b c

0 0 a b c

a a 0 c b

b b c 0 a

c c b a 0

The groups (A ;+), (B;+), (C;+) with A={O,a}, B={O,b}, C={O,c} are sub­
groups of (G; +). Since G is abelian, they are normal subgroups of G. The cosets
of A are lao] = [0] = {O, a} = A and [all = [b] = {b, c}. The quotient group (GI A; +)
with G1A = {[ao]' [a l]} and the identity element A = lao] is abelian. In contrast to
the cyclic four-group (Example 1), Klein's four-group has several subgroups and
hence several normal subgroups and quotient groups.



www.manaraa.com

Groups 387

Example 3 : Addition of integers

The integers form an abelian group (l ; +) of infinite degree with respect to addi­
tion , since the addition of integers is commutative and no integer except for the
identity element 0 is of finite order. The group (I ;+) is an infin ite cyclic group with
the generating element 1 and the set l = gp(1) .

The infinite cyclic group (l4 ;+) with the generating element 4 and l 4 = gp(4) =
{...,- 8,- 4, 0,4,8, ...} is a subgroup of (l ;+). Hence 14 is a normal subgroup in l .
The cosets of 14 are the residue classes with respect to div ision by 4 :

[0]

[1 ]

[2]

[3]

{ , -8 , -4,0,4, 8, } = l 4

{ , -7 , -3 , 1,5, g, }

{ , -6, -2 ,2,6, 10, }

{ , -5, -1,3,7, 11, }

residue class with remainder 0

residue class with rema inder 1

residue class with remainder 2

residue class with remainder 3

The quotient group z, = l / l 4 = {[O] , [1], [2], [3] } with the identity element l 4 =

[0] is abelian. The set of residue classes has the following sum table:

+ [0] [1] [2] [3]

[0] [0] [1 ] [2] [3]

[1] [1] [2] [3] [0]

[2] [2] [3] [0] [1]

[3] [3] [0] [1] [2]

The quotient group ( l4 ; + ) is a cyclic group of order 4.

Example 4 : Addition of rational numbers

The integers l are a normal subgroup of the group (I[) ; +) of rational numbers. The
element [q] of the quotient group II) / l is the infinite subset of II) which is obtained
from q by add ing arbitrary integers z.

[q] = {h E II) I V (h = q + z) }
ZE Z

Let the normal form of the rational number q be Wwith m < n. Then the element
[W] of the quotient group II) / l generates a finite cyclic group of order n :

n [ ~] = [n ~] = [m] = [0]

Since there are infinitely many natural numbers, there is also an infinite number
of cosets [ W] of different order n in II) / l .
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7.6.3 LINEAR COMBINATIONS

Introduction : The commutative property of abelian groups allows all expres­
sions formed from elements of such groups to be represented as linear comb ina­
tions. If an abelian group contains only elements of infinite order, then every ele­
ment of the group is a unique linear combination of the elements of a subset of the
group. In analogy with the real vector spaces treated in Section 3.5.2, the concept
of a basis is therefore introduced, and the effect of basis transformations is studied.
This leads to the concepts of free abelian group, rank of an abelian group, basis
of minimal size with respect to a subgroup and minimal generating set of a sub­
group. These concepts are important for the study of the structure of abelian groups
in Section 7.6.5. However, the structure of abelian groups which contain elements
of finite order cannot be studied using bases, since their elements are not unique
linear combinations of the elements of an independent subset of the group. Such
abelian groups are represented as direct sums.

Linear combination : A sum of elements xi from a finite subset X = {x 1 'OO.,XS }

of an abelian group (A ;+ ) is called a linear combination of X. Every element Xiof
X and its inverse - xi may occur more than once in the linear combination. Since
by the commutativity of the abelian group the value of the sum is independent of
the order of the summands, the elements xi in the sum may be ordered according
to the index i and combined into terms nj xi with integers niEI . A general linear
combination of X is designated by L ni Xi . The numbers ni are called the coeffi­
cients of the linear combination. If the index range is not self-evident, it is explicitly
specified above and below the sum symbol L.

s
L njxi = n1x1+oo.+nSxs

i=1

Linearly independent subset : A subset X of an abelian group (A ; +) is said
to be linearly independent if the identity element 0 of the group A can only be repre­
sented as a linear comb ination of the elements xi of X using the coefficients nj = O.

A linearly independent subset X of an abelian group A contains only elements of
infinite order. By definition, an element XiEA of finite order n > 0 cannot be con­
tained in X,since nXi= 0 for n ;c O. The identity element 0 cannot be contained in X
since nO = 0 for every value of n, and hence also for n ;c O.

The restriction of the linearly independent subsets of an abelian group to elements
of infinite order marks an essential difference from the linear independence of real
vectors. For every vector u ;c 0 of a real vector space the equation ru = 0 with
r E R holds only 10r r = O.
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Basis of an abelian group : A linearly independent subset B = {b, ,...,bs} of an
abelian group (A ; + ) is called a basis of A if every element a of A may be repre­
sented as a linear combination of a finite number of basis elements bj • For a fixed
element a , the coefficients nj of this linear combination are unique.

!\ (a=n1b1+ ... + ns bs r; njE l /\ bjEB)
a EA

= n1 = ...

Proof : Uniqueness of the coefficients of an element in a basis

Let the linear combinations Imj bjand Inj b j be representat ions of the same ele­
ment a of an abelian group A with the basis B. The coefficient of the basis element
bj in the difference of the two linear combinat ions is mj - nj. Since the basis is
linearly independent, the condition I(mj - nj )b j = 0 is only satisfied by the coeffi­
cients mj - nj = O. The coefficients mj and nj of the element b, in the two linear
combinations are therefore equal, and hence the representation of the element a
in the basis B is unique.

a = m1b. + + msbs

a = n1 b, + + ns b,

0= ( m1 - n1 )b1 + ... +(ms - ns) b, = mj =n j for i=1 ,oo .,s

Free abelian group : An abelian group is called a free abelian group if it has a
basis. Every element bj of this basis B generates an infinite cyclic group. Every
element a of a free abelian group A is a unique linear combination of the basis
elements.

A = {a ] a = n1b1 + ... +nsb s /\ nj E N ,bjEB}

Finitely generated free abelian group : A basis of a free abelian group may be
an infinite set. If a free abelian group (A ; +) has a finite basis B, then A is called
a finitely generated free abelian group. The relationship between an element a of
the group A and the elements bj of the finite basis B may be represented as a
scalar product in vector notation by combining the coordinates njof the linear com­
bination and the basis elements bj into vectors .

!\(a=n.b r; bjEB, njE l)
a EA

n1 b1

n b

ns bs
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Transformation of the basis : Let the subsets Band C be bases of a finitely gen­
erated free abelian group (A; + ). Then every element cj of the basis C is an ele­
ment of the group A, and hence a unique linear combination of the basis B. The
bases Band C are equipotent. The transformation of the basis may be represented
in matrix notation :

c = Tb

C1 t l 1
... t l s

ts l
... tss

*

Proof : Equipotent bases

Let the basis B contain r elements, and let the basis C contain s > r elements . Each
of the elements c l , ... ,cs of the basis C is represented as a linear combination of
the elements b., ...,b, of the basis B :

n11 b, + n12 b2 + ... + nl r b, cl

nsl b, + ns2 b2 + ... + nsr b, Cs

The first r equat ions are used to eliminate b. , ...,b, in the (r + 1)-th equation . The
first equat ion is used to eliminate b, in equat ions 2 to r + 1. Toeliminate bl in equa­
tion m, the nml-fold multiple of the first equation is subtracted from the nIl-fold
multiple of the mothequation. If nIl = O. the first equation is first exchanged with
an equation k for which nkl ~ O. If nkl = 0 for each of the rows 1.....r + 1, then b,
is already eliminated . The procedure is continued by eliminating b2 in equations
3 to r + 1 using the second equation . In this way, since the basis B contains exactly
r elements, each of the elements b, . ..., b, can be eliminated in equation r + 1
using one of the first r equat ions. The (r + 1)-th equation takes the following form:

The coefficient 1 of cr+1 contradicts the definition of the basis C, since in every
representation of the identity element 0 as a linear combination of the basis ele­
ments c., ...,cs all coefficients WI' ...,Ws are zero. It follows that C does not con­
tain more elements than B. Analogously, B does not contain more elements than
C. Hence the bases Band C are equipotent.

Transformation of the group : If Band C are bases of an abelian group (A ; +) ,
then every element of the group A may alternat ively be represented as a linear
combination m • b of the basis B or as a linear combination n •c of the basis C. The
coeff icients m for the basis B are derived from the coeffic ients n for the basis C.

/\ (a = m- b = n- c) A C = R b = m = RT n
a EA
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Rank of an abelian group : If an abelian group has a basis, then all bases ob­
tained by transforming this basis contain the same number of elements. The num­
ber of elements is called the rank of the abelian group. If a group has no basis, it
has no rank.

Size of a basis : Let H be a subgroup of a finitely generated free abelian group
(A ; + ) of rank s. For s > 1, the basis of the group A is not unique. If a certain basis
B = (b 1,..., bs) is chosen, then every element h of the subgroup H is a unique linear
combination of the basis elements :

The non-zero coefficient of least magnitude among the coefficients n l' . .. , ns is de­
termined for an arbitrary non-zero element h E H. If this coefficient is negative, then
the associated basis element bj is replaced by -bi . Thus there is always a least
positive value among the coefficients for the element h.

The least positive coeff icient in the representations of all non-zero elements h e H
as linear combinations of a fixed basis B is determined. This value is called the size
of the basis B with respect to the subgroup H and is designated by wB .

Among the values wB for all bases B, the least value w is determined. This value
may occur for more than one basis. Let one of the bases of size w with respect to
H be Y= {h ...,Ys}. The basis Y is called a basis of minimal size with respect to
the subgroup H.

Properties of a basis of minimal size : Let the minimal size of the bases of a
finitely generated free abelian group (A ; + ) with respect to a subgroup H be w. Let
Y= {y l ' ... , ys} be a basis of A of minimal size with respect to H. Let hmin be the
element of H which leads to the size w of the basis Y. Then every coefficient of the
linear combination for hmin is divisible by the minimal size w.

hmin = W(Y1+k2Y2+· ··+ksys) kjE Z

Proof : Properties of a basis of minimal size

The basis elements are numbered such that the minimal size w is the coefficient
of y1 in the linear combination for hmin :

An arbitrary coefficient nmof this linear combination is represented in the remain­
der form nm= kmw + rm with 0:5 rm< w :

hmin = w(Y1+ kmYm)+n2Y2+···+ rmYm+ ···+ nsYs



www.manaraa.com

392 7.6.3 Abelian Groups : Linear Combinations

Since every element a of A can be representedas a linear combination of the basis
Y, it can also be representedas a linear combination of Y= {Y1 + kmym, Y2""'Ys} :

a c1Y1 + c2Y2 + ... + cmYm+ ... + CsYs

a = c1(Y1+kmYm)+c2Y2+ ... +(cm-c1km)Ym+"'+csYs

If a linear combination of the elements of Y is zero, then a corresponding linear
combination of the elements of Y is zero:

t, (Y1 + kmYm) + t2Y2 + ... + tmYm+ + ts Ys

t1 Y1 +t2Y2+···+(tm+t1km)Ym + + tsYs

o =
o

Since Y is a basis of A, it follows ~at t, = t2= ... = tm+ t1km= ... = ts= O. This
implies t1= t2= '" = ts= O. Hence Y is a basis of A.The representation of hminin
this basis contains the coefficient rmfor Ymwith 0 ~ rm< w. Since w is the minimal
size of a basis of A with respect to H, it follows that rm= O. Hence nmis divisible
by w. This property holds for m = 2,...,s. Hence each of the coefficients n2,...,nsis
divisible by w.

Minimalgeneratingset of a subgroup : Let H be a subgroup of a finitely gener­
ated free abelian group (A ; +) of rank s. Then every element of the subgroup H
can be represented in an arbitrary basis B = {b1, ...,bs } of the group A. However,
for a special basis X = {x 1" " ,xs} of the group A there are numbers c1' ...,Cs and
r such that:

(1) The set E = {c1x1' ...,c. x.} generates the subgroup H.

(2) For r < i ~ s, the numbers cj are zero. For i ~ r, the numbers cj form a divisor

chain c, I c2 1..·1c.. Thus, the number cj is a divisor of Ci+1.

The set E is called a minimal generating set of the subgroup H in the group A.

Proof : Minimal generating set of a subgroup

(1) A basis of minimal size w with respect to the subgroup H is determined for
the group A. Let this basis be {y l' . . . , Ys}' Then, according to the preceding
proof, for a suitable order of the indices of the basis elements there is an
element h, EH with h, =W(Y1 + k2Y2 + ... + ksYs)' Let x1:= Y1 + k2Y2 +
... + ksYs and c1:= W, so that h1= c1x1.Then (X1'Y2" " 'YS ) is a basis of A.
For an arbitrary element h EH :

h = a1x1+a2Y2+ ... +asYs ajE l

The coefficient a1 is a multiple of c. , since division with remainder yields
a1= P1C1 + r1 with 0 ~ r1< c.. and hence

h - P1h1 = (P1C1 + r1)x1- P1 C1 x1 + a2Y2+'" + asYs

= r1x1+ a2Y2 + ... + asYs
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Since c1 is the minimal size of a basis of A with respect to Hand h - p, hl
is an element of H, it follows that r1=0, and hence

(2) The basis elements Y2 ' ..., Ys generate a subgroup A' of A. The set H' of all
elements h' E H which can be represented as linear combinations of the ele­
ments y2' ...,Y5 is a subgroup of both H and A' . A basis of minimal size w I with
respect to the subgroup H' is determined for the group A' . Let this basis be
{Y2,...,Y~}. Then each element h' E H' has a representation

at E I

With x2 := Y2+ k3Y3 + ... + k~y~ and c2 := vt'; it follows by analogy with (1)
that the coefficient a2is a multiple of c2 :

The elements of H may thus be represented in the basis {x., X2' Y3" "'Y~}

by the following linear combinations:

h = P1clxl+P2c2x2+a3Y3+ ... +a~y~

(3) The minimal size c l is a divisor of c2. To prove this, consider the element
h = c l x1 + c2 x2 of H. Division with remainder yields c2 = pC1 + r with
0:5 r < c., and hence

h = c l(xl+px2)+rx2

Since c l is the minimal size of a basis of A with respect to H, it follows that
r = 0, and hence c2 = pc1.

(4) The construction in step (2) is cont inued until the subgroup H' forthe rema in­
ing basis elements Y:+1 " " 'Y~ is empty. These basis elements are not re­
quired for generating H. For r < i :5s, the basis element xi = y{ is therefore
chosen, and c j is set to zero . Then for all h e H :

h P1c1xl+"'+Prcrxr with cilci+ l for t s l « r

° for i > r

Rank of a subgroup Let H be a subgroup of a finitely generated free abelian
group (A ; + ) of rank s. Then the rank r of H is less than or equal to the rank s of A.

For if E = (c, x1,...,Csxs} is the minimal generating set of H with cr+ 1= = Cs=0,
then everyelement of H is a linear combination of the elements c1x1, .c, xr with
r s s.
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7.6.4 DIRECT SUMS

Introduction : In the preceding sections, bases are shown to be unsuitable for
studying the structure of general abelian groups: For an element a of finite order n,
the coefficient in a linear combination is not unique, since na = 2na = ... = 0.

A unique representation of every element of an abelian group in terms of certain
elements of the group is desired. This is achieved by forming the direct sum of ele­
ments of certain subgroups of the abelian group. The direct sum contains exactly
one element from each of the subgroups under consideration. In contrast to a lin­
ear combination, in which an element of the basis may occur n times , each element
occurs only once in the direct sum. By virtue of this rule, the representation of an
element of the group as a direct sum becomes unique. However, the choice of sub­
groups is not unique.

Note : Elements of cyclic subgroups may occur in a direct sum. These elements
are often represented as the rn-fold multiple of the generating element a of the sub­
group. Thus the mothelement of the subgroup is designated by ma instead of am'
This element ma enters into the direct sum only once. For an element of order n
it is assumed that °~ m < n holds , so that ma is a unique element of the subgroup
{O, a,oo.,(n -1 )a}.

Outer direct sum : The cartesian (direct) product T = A x B of the abelian groups
(A; + ) and (B; + ) contains the general element t = (a, b) with a E A and b E B. The
inner operation + on two elements t1 and t2 of the product T is defined as follows:

T := A x B with t j = (a j , b.)

t1 + t2 = (a 1,b1) + (a 2,b2) := (a 1+a2,b1+b2)

The domain (T; + ) has the properties of an abelian group and is called the outer
direct sum of the groups A and B.

(1) The identity element of the group T is (OA' 0B)'

(2) If t1 and t2 are elements of T, then t1 + t2 is also an element of T, since
(a 1 + a2)EA and (b, + b2)EB.

(3) If T contains the element t = (a, b), then T also contains the inverse element
-t = (-a, -b), since A contains the inverse -a of a and B contains the inverse
-b of b.

(4) The group T is abelian, since the groups A and B are abelian :

t, + t2 = (a. + a2, b, + b2) = (a 2 + a. , b2 + b.) = t2 + t1
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Inner direct sum Let (A; +) and (B; + ) be subgroups of an abelian group
(G; + ). Let every element g of the group G be a unique sum of an element a E A
and an element b e B. Then the group G is called the inner direct sum of the
subgroups A and B. The inner direct sum is designated by G = A EB B. The group
(G ; + ) and the outer direct sum (A x B; + ) are isomorphic.

(g = a1 + b1 /\ g = a2 + b2) =* (a, = a2 /\ b, = b2)

G = AEB B == A x B = T

Proof : Isomorphism of the direct sums

The outer direct sum (A x B ; + ) and the inner direct sum (A EB B ; + ) are isomorphic
if the mapping between the groups is bijective and homomorphic in both directions.

f : A x B --+ AEBB with f((a, b)) a + b

f-l : AEBB --+ A x B with f-1(a + b) (a, b)

(1) The mapping f is bijective, since every element g of the group G = AEB B has
a unique representation (a, b) in A x B and a unique representation a + b in
AEBB.

(2) The mapping is homomorphic in both directions :

= f((a 1 + a2,b 1 + b2)) = a1 + a2 + b, + b2

= (a, + b1) + (a 2 + b2) = f((a 1,b1)) +f((a2,b 2))

r'« a1+ b1) + (a2+ b2)) = f-l(( a1 + a2) + (b, + b2)) = (a, + a2,b1 + b2)

= (a1,b1)+ (a2,b2)

= f-1(a
1 + b1) + f- 1(a

2 + b2)

Example 1 : Isomorphic direct sums

The following sum table defines the addition + in an abelian group (G; + ) with
G = {G, a, b, c} . The sum table of a cyclic group gp(u) of order 4 which is not iso­
morphic with G is also shown for comparison.

+ 0 a I b c

0 0 a b c

a a 0 c b

b b c 0 a

c c b a 0

Klein's four-group G

+ 0 u 2u 3u

0 0 u 2u 3u

u u 2u 3u 0

2u 2u 3u 0 u

3u 3u 0 u 2u

cyclic four-group gp(u)
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The group G contains the proper subgroups A = {O,a}, B = {O,b} and C = {O,c}. The
elements of G are unique sums of the elements of A and B. Hence G is the direct
inner sum of A and B.

G = A EElB = {O+O,a+O,O+b,a+b} = {O,a,b,c}

The set A x B of the outer direct sum (A x B; + ) is given by {(O, 0), (a,O), (0, b),
(a, b)}. The mapping f : A x B ~ A EEl B maps the elements of G as follows:

f((O,O)) °+ °= °
f((a,O)) a + °= a

f((O, b)) = 0+ b = b

f((a, b)) = a + b = c

The representation of G as an inner direct sum of A and B is not unique, since

G =A EEl B =B EEl C =C EEl A.

Multipledirectsums : The concept of a direct sum is extended to a finite family
of n subgroups Gj of an abelian group (G ; + ). The subgroup Gj contains the ele­

ments {gj(l)' gj (2)''''}' Every element of the group G is a sum of one element g j(m)
from each of the groups Gi . The intersection of the subsets Gj contains only the
identity element °of the group G. The union of the subsets Gj is a subset of G.

outer direct sum

inner direct sum

T := Gl x ... x Gn with t(m) = (gl(m) '"'' gn(m»)

t(i) + tIm) := (gl(j) + gl(m)'" '' gn(i) + gn(m»)

G = G1EEl ...EElG n with g(m) = gl(m) + ..· + gn(m)

i ~ m = G i n Gm = {O}

Infinite innerdirectsum : The concept of an inner direct sum cannot be directly
extended to an infinite number of summands, since an infinite sum of the form

g(m) = gl(m) + g2(m) + ... is not defined. For an infinite family of subgroups Gj with
i E I, it is assumed that for all but a finite number of groups Gj the element °is
chosen for the summation. These elements do not influence the value of the direct
sum and are therefore omitted. Let the indices of the non-zero elements be il,·· ·, is'
The resulting direct sum is designated by L gj'

i

g(m) = ~ gi(m) = gj1(m) + ... + gjs(m)
I

An infinite inner direct sum is designated by G1EEl G2EEl .... If the notation is meant

to represent both finite and infinite inner direct sums , then the symbol EEl G jwith i E I
is used.

G := G1EElG2EEl... with gj(m) E Gj

i ~ m = G j n Gm = {O}
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Properties of direct sums of abelian groups

(01) Let G, ,...,Gn be subgroups of the abelian group G. Their sum G, + ... + Gn
is direct if and only if there is only one way to represent the identity element
oof G as a sum of elements gj from G" ...,Gn, namely g, =... = gn =0:

(gj EO Gj 1\ g, + ... + gn = 0) = g, = ... = gn = 0

(02) Let the abelian group G be the sum of its subgroups G, ,...,Gnwith n ~ 2. This
sum is direct if and only if each of the subgroups Gj has only the identity
element 0 in common with the sum Sj of the remaining subgroups .

Sj G,+ ... +G j_,+Gj+1+ ... +Gn

G

G

G, + + Gn 1\

G,EB EBG n

1\ (G. n S· = {O}) $:>
j I I

(03) Let the abelian group G be the sum of its subgroups G1,...,Gn. Let each
subgroup Gj with i = 1,...,n be the sum of subgroups Gjk with k = 1,...,m j.
The group G is the direct sum of the subgroups Gjk if and only if the sum of
G, ,...,Gn and each of the sums of Gj1,...,G jm for i = 1,...,n is direct.

I

Proof : Representation of abelian groups as direct sums

(01) Let g1 = ... = gn = 0 be the only representation of the identity element 0 as
a sum g1 +...+ gn = 0 with gj EO Gj. Let an element a EO G be represented by
two sums of elements aj' bj EO Gj :

a = a1 + + an

a = b, + + bn

Since the order of the operations in abelian groups is irrelevant, the differ­
ence of these equations may be written as follows :

o = (a, - b.) + ... +(an - bn )

Since the only representat ion of 0 as a sum is given by gj = aj- bj= 0, it fol­
lows that aj = b.. The sum for the element a is therefore unique. Hence G
is the direct sum of the subgroups G1,...,Gn.

Conversely, let G be the direct sum of G, ,...,Gn. Then the representation
a = a1 + ... + an of an arbitrary element a EO G is unique. The subtraction
a - a shows that the identity element 0 of G can only be represented in the
form 0 = 0 +... +O.

(02) Let the element a EO G be contained in Gj and in Sj . Then the group Sj also
contains the inverse element - a.Thus there is a representation a + (- a) = 0
with a ~ O. This contradicts (01) . Hence the sum is not direct.
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Assume that the sum is not direct. Then by (01) there exists a representation
o= a + b with a E Gj and b e Sj and a, b ~ O. Together with a , the group Gj

also contains the inverse - a. From b = - a it follows that b e Gj , and hence
bEGjnSj.

(03) Let the group G bethe direct sum of its subgroups Gjk. Then each of the sums
Gj1E17 ...E17G im is a direct sum. Forthesum G1+ ... + Gn, every term gj in the
equation 91 .;. ... + gn = 0 is decomposed into the unique sum gjl + ... + g jm'
Since the group G is the direct sum of the groups Gik, the resulting equation
911 + ... + gnm

n
= 0 is satisfied only by gjk =O. Hence gj =0 : The sum of

G1,...,Gn is direct by (01).

Conversely, assume G = G 1E17 ...E17G n and Gj = Gi1E17 ...E17G im. for i = 1,...,n.
Then every element 9 EG is a unique sum gl + ... + gn of elements gjE Gj.
But every element gj is a unique sum gjl + ..,+ gim. of elements gjkE Gik. It
follows by substitution that 9 = (gll + ... + glm ) + I ... + (gnl + ... + gnm ).
Since the addition + in the group Gis associative, it follows that 9 = gl1

n
+

... + glm + ... + gnl + ... + gnm is a unique sum of elements from each of
the sUbgtoup Gik. Hence the gr~up G is the direct sum of the subgroups Gik.

Scaled groups : An abelian group (G ; +) is scaled by an integer n by mapping
every element 9 of G to its n-fold multiple ng. The group G scaled by n is desig­
nated by nG ; it is a subgroup of G.

nG := {nq] gEG}

Proof : Scaled groups are subgroups.

The set nG contains the identity element n- 0 = O. Since for any element 9 the
group G contains an inverse element g-l, it follows that nG contains the element
ng-1 inverse to ng. For ng1 and ng2, the sum ng1+ ng2 = n(g l + g2) is also con­
tained in nG , since together with gl and g2 the sum gl + g2 is contained in G. Thus
nG has the properties of a group.

Direct sums of scaled groups : Let an abelian group (G ; +) be the direct sum
of the groups A and B. Then the scaled group nG is the direct sum of the scaled
groups nA and nB.

G = AEI7B = nG = nAEI7nB
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Proof : Direct sums of scaled groups

(1) Since the groups A and B are disjoint except for the identity element, their
subgroups nA and nB are also disjoint except for the identity element. Hence
by (02) there is an inner direct sum nA EB nB.

(2) Every element g E G has a unique representation g = a + b with a E A and
bEB. Hence ng = na + nb is an element of nA EBnB, that is nG c nAEBnB.

(3) For arbitrary elements a E A and b e B, na + nb = n(a + b) is an element of
nG. Thus nAEBnB t;;; nG.

(4) From nAEBnB t;;; nG t;;; nAEBnB it follows that nG = nAEBnB.

Properties of cyclic subgroups of outer direct sums

(K1) Let G1, ... , Gs be general groups, and let ajE Gj be an element of finite order
mj. Then the element (a.; ...,as) of the cartesian product G1 X .•. x Gs gen­
erates a cyclic subgroup of order lcmtrn.. ...,ms)'

(K2) The cartesian product G := G1 x ... x Gs of finite groups G1, ... , Gs is a finite
cyclic group if and only if G1, . . . , Gs are cyclic groups with pairwise mutually
prime orders. In this case, an element (a.; ...,as) of G is a generating element
of G if and only if the elements aj generate the groups Gj •

G := G1 x ... x Gs

1\ G· = gp(a.)
j I I

Proof: Properties of cyclic subgroups of outer direct sums

(K1) By property (Z2) of cyclic groups in Section 7.3.4, the r-th multiple of aj is zero
if and only if r contains the order mj of a j as a factor. Hence r(a1, . .. , as) =
(ra.; ..., ras) is the identity element (0, ...,0) if and only if r is a common multi­
ple of m1, .. . , ms' The least such number is tcmtrn., ...,ms)' This is the order
of the group generated by (a. ; ..., as)'

(K2) Let the cartesian product G = G1 X ... x Gs of finite groups Gj be cyclic. The
elements of the form (O, ...,g j" "'O) E G for every gjE Gj form a subqroup of G,
which is cyclic by (U1) in Section 7.3.6. This subgroup is isomorphic to Gj,
so that Gj is also cyclic.

Let the element a = (a l' ... , as) be a generating element of the cyclic group
G. Let the order of the element aj be mj • By (K1), ord G = ord (gp(a)) =
Icm(m 1, , ms)' Since G is the cartesian product of G1, ... ,Gs' it follows that
ord G, ord G, =ordG = tcrrurn. , ...,ms)' Also ajE Gj implies mj~ ord Gj.
Altogether, it follows that the orders m1, .. . , ms are mutually prime and that
ord Gj = mj. This further implies that aj generates the group Gj.
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Let the factors of a cartesian product G1 x ... x Gs be finite cyclic groups
Gj =gp(aj ) with mutually prime orders mj =ord Gj • Then gcd(mj,m k) = 1
implies Icm(m l' . . . , ms) = m1· · · ms' By (K1), the element (a. , ...,as) gener­
ates a cyclic group of order m1· • • ms' Since ord (G 1 x ... x Gs) = m1' " ms'
the group G is cyclic.

Example 2 : Cyclic cartesian product

Letthe order of the group G1 = gp(a) be 3, and letthe order of the group G2 = gp(b)
be 2. Since the orders of G1 and G2 are mutually prime, the cartesian product
G = G1 x G2 is a cyclic group of order 3·2 = 6. Since a and b are generating ele­
ments of G1 and G2 , respectively, by property (K2) the pair (a.b) is a generating
element of G. Since 2a is also a generating element of G1, the pair (2a, b) is also
a generating element of G.

+ (0,0) (a,b) (2a,0) (O,b) (a,O)
I

(2a,b)

(0,0) (0,0) (a,b) (2a,0) (O,b) (a,O) (2a,b)

(a.b) (a.b) (2a,0) (O,b) (a,O) (2a,b) (0,0)

(2a,0) (2a,0) (O,b) (a,O) (2a,b) (0,0) (a,b)

(O,b) (O,b) (a,O) (2a,b) (0,0) (a,b) (2a,0)

(a,O) (a,O) (2a,b) (0,0) (a,b) (2a.0) (O,b)

(za .b) (za.o) (0,0) (a.b) (2a,0) (O.b) (a.O)

sum table of the product group (G ;+ )

G = G1 x G2 mit G1 = {O,a,2a} und G2 = {O,b}

Chinese remainder theorem : Let the positive natural numbers n1 ,... , nsbe pair­
wise mutually prime. Then for arbitrary natural numbers a1,... , as there is a natural
number b such that b is congruent to aj modulo n j :

1\ (gcd(n i , nk) = 1) = 1\ V (b == aj mod nj )
j .. k a, ....,asE N bE N

Every integer c which is congruent to b modulo n1• · • ns is also congruent to aj

modulo nj for i = 1,....s :

c == b mod n1,.·ns = . 1\ (c == a.rnod nj )
IE{l .....s}



www.manaraa.com

Groups 401

Proof : Chinese remainder theorem

(1) By property (K2), a cartesian product G := G 1 x ... x Gs of finite groups
G1,. .. ,G s is a cyclic group (G ; +) if and only if G1,.. •,Gs are cyclic groups
(G j ; +) with pairwise mutually prime orders. Cyclic groups of order n j with
the generating elements xj for i = 1,...,S are chosen as factors Gj of the carte­
sian product. Since the orders n 1, .. . ,n s of the factors gp(xj) are by hypothesis
pairwise mutually prime, G is cyclic. By (K1) , G is of order n := n 1 • •• ns . The
general element of the cartesian product G is :

The general element of the finite cyclic group G with the generating element

(x1"",xs ) is :

g = b(x1,... ,xs ) = (bx.,...,bxs ) bE N

These are two different representations of the same element g of the group G.
The uniqueness of an element g E G implies ajxj = b xj for i = 1,....s, By prop­
erty (Z2) of cyclic groups in Section 7.3.4, the elements ajx j and b x, of the
group gp(x j ) of order n j are equal if and only if b;: aj mod nj for i = 1,...,s.
Hence there is such a number b.

(2) By property (Z2) of cyclic groups, b;: c mod n implies that the elements
b( x1, ... , xs ) and c( x1,. .. , xs ) of the cyclic group (G ; +) of order n are equal.
As before, ajx j =cxj for i = 1,...,s, and hence c;: aj mod nj.

Example 3 : Chinese remainder theorem

The numbers (n 1,n2,n3) = (2,3 ,5) are mutually prime. Let the tuple (a 1,a2,a3) =
(103,86,69) be given . By the remainder theorem, there is a natural number b with
b = aj mod nj. One such number is b = 29 :

103 mod 2 = 1
86 mod 3 = 2
69 mod 5 = 4

29 mod 2 = 1
29 mod 3 = 2
29 mod 5 = 4

The numbers b, = 29 and b2 = 89 are congruent modulo 2 . 3 . 5 = 30, that is
29;: 89 mod 30. Hence also 89;: a j mod n j •

89 mod 2 = 1
89 mod 3 = 2
89 mod 5 = 4
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7.6.5 CONSTRUCTIONS OF ABELIAN GROUPS

Introduction : An abelian group is to be constructed from a given set of abelian
groups (G j ; + )with i E I. It is not assumed that the groups Gj are subgroups of the
same group G. Thus no operation is defined for elements from different groups
Gj~ Gm. The inner direct sum of the groups Gj is therefore not defined either. In
the following, it is shown that there is a group H with subgroups Hj such that H is
the inner direct sum of the subgroups Hj and Hj is isomorphic to Gj.

H = EB H·
JEI I

Thus a new abelian group H is constructed from the given groups Gj • Isomorphic
groups are often regarded as identical, and the construction of the new group is
designated by G1EBG 2EB.... The constructed group G is called the direct sum of
the groups Gj • This terminology refers to the relationship described above.

The elements of the constructed set H are mappings from the index set I to the
union of the given groups Gj . The value of a mapping h : I ~ U Gj for the index i
is an element of the group Gj. The sum of the mappings is chosen as the inner
operation on H. The set H of index mappings is thus equipped with a group struc­
ture.

A subset of the mappings in H maps the index i to an arbitrary element of Gj and
every index k ~ i to the identity element of the group Gk . This subset is designated
by Hj. It is a subgroup of H. The group H is the inner direct sum of its subgroups Hj.
The groups Hi and Gjare isomorphic. These relationships are proved in the follow­
ing.

The index set I used in the construction of the group H is arbitrary; it may be finite
or infinite. The construction of the group H as a direct sum of subgroups Hj which
are isomorphic to given groups Gj is therefore an extension of the concept of a
cartesian product.

Index mappings: Let (G j ; +) with i EI be an abelian group with the general
element g j(s) and the identity element OJ. The index set I and each of the groups
Gj may be infinite.

The index set I is mapped to the union U Gj of the abelian groups Gj. A mapping
h : I ~ U Gj is called an index mapping if the index i is mapped to an element gi(s)
of Gj . Thus the image h(I) contains exactly one element from each group Gj • If the
index set I is infinite , then it is assumed that h(i) = OJ for all but a finite number of
i E I. The set of index mappings is designated by H :

H:= {h I h: I ~ uGj with h(i) = gj(s)EGj}
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The set H is equipped with a group structure (H ; + ). For two index mappings h l '

h2 E H the inner operation + yields the sum h1 + h2 of the mappings . The identity
element ho maps the index i to the identity element OJ ' The inverse of h in the addi­
tive group H is - h . The images h (i) and - h (i) are inverses of each other.

+ HxH~H with (h, + h2)(i) = h1(i) + h2(i)

ho l~ uG j with ho(i) = °i

-h l~ uG i with -h(i) = -gi(S)

Proof : The domain (H ; + ) is an abelian group.

The domain (H ; + ) has the properties of a group:

(h 1 + h2)(i) h1(i) + h2(i) gj(S1) + gi(S2)

(h o + h)(i) ho (i) + h(i) OJ + gi(s)

(h - h)(i) h(i) - h(i) g j(s) - g j(s)

gi(S3) = h3(i)

gi(s) h(i)

OJ ho(i)

The addition in the group (H ; +) is commutative:

h1(i) + h2(i) = gj(S1) + gi(S2) = gj(S2) + gj(S1) = h2(i) + h1(i)

Subgroups of the index mappings : In the group (H ; + ) of index mappings,

there is exactly one mapping which maps the index i to a given element gi(S) of Gi
and every index k ~ i to the identity element Ok of the group Gk. This mapping is

designated by hj(S)' The set of mappings h j(S) for all elements gj(s) E Gj is desig­
nated by Hi' The domain (Hi; +) is a subgroup of H.

Hi := { hj(s) E H I hi(S)(i) = gj(S) II 1\. hj(S)(k) = Ok}
k >' 1

Proof : The domain ( Hi ; + ) is a subgroup of H.

(1) The set Hj contains the identity element ho of H, since ho(k) = Ok for every
kEl.

(2) With the mappings hi(r) and hi(s), Hj also contains their sum hj (r) + hj(s)' In
fact, for every k ~ i :

hi(r)(k) + hi(S)(k) = Ok + Ok = Ok = ho(k)

For the index i, gi(r)+ gi(S) is an element gj(t) of the group Gj , and hence hi lt)
is a mapping in Hj ;

hi(r)(i) + hi(S)(i) = gj(r)+ gi(S) = gilt) = hi(t)(i)

(3) The inverse -hils) of hilS) is a mapping in Hj. In fact , -hi(S)(k) = -Ok = Ok for
every index k ~ i. For the index i, the group Gj contains gi(s) and therefore

also contains -g j(s) '
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Direct sums of index mappings : The group H is the direct sum of the sub­
groups Hj • Every index mapping h in the group (H ; + ) is the unique sum of map­
pings, one each from a finite number of subgroups Hj •

H = EB H.
jEI I

Proof : The group H is the direct sum of the subgroups Hi '

(1) Every mapping h e H maps the index i E I to an element of the group G j • By
hypothesis, h (i) = OJ for all but a finite number of i E I. Assume h(i) ;"' OJ for
i = c1,... ,cn .

h(cr )

h(i)

for CrE{C 1, ,c n}

for i It:{c 1, .c.}

(2) In the group Hcr, there is exactly one mapping hcr(s) which also maps the
index cr to the element gcr(s) of Gcr' This mapping is designated by h, :

hr(cr) = gcr(s) for r = 1,...,n

hr(i) = OJ for i;"' c,

(3) Every index CrE{C1,... ,cn} corresponds to a mapping hrE Hcr. The image
under the mapping h is the sum of the images under the mappings h, ,...,hn :

h(i) h1(i) + .. . + hr(i) + ... + hn (i)

gcr(s) OCr + ... + gCr(s) + ... + OCr for CrE{C 1,· .. ,cn }

OJ OJ + ... + OJ + ... + OJ for i It:{c 1,... .c.}

It follows from the definition of the sum of mappings that

h = h1 + .. . + h, + ... + hn

Thus every h e H may be represented as a finite sum of mappings hr E HCr .

(4) It remains to be shown that different valuations of the sum lead to different
elements of H. Two different valuat ions differ in at least one summand, for
example in the summand from Hk. These different summands are different
index mappings. For the index k, these mappings yield different elements of
Gk. All remaining summands are index mappings from some Hj with j ;"'k
and therefore yield the value Ok for k. Altogether, the two valuations thus yield
different elements of Gk for the index k. Hence different valuations of the sum
lead to different index mappings in H.

(5) It follows from (3) and (4) that every element of the group H is a unique sum
of one element each from a finite number of subgroups H,of H.
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Isomorphism of the summands : The subgroup Hi of H and the abelian group
Gj are isomorphic, since the following mapping is bijective and homomorphic:

fi: Hj~ Gj with fj(hi(s)) = gi(S) and hj(s)(i) = gj(s)

(1) Let the images of the elements hi(r) and hils) of Hi be equal, that is fj (h j(r)) =

fi (hj(S)). Then gi(r) = gi(S)' and hence also hi(r)(i) = hi(S)(i). For every k ~ i, by
definition hi(r)(k) = hi(S)(k) = Ok . Hence the elements hi(r) and hj(S) are also
equal. The mapping fj is surjective, since by definition Hjcontains exactly the
mappings for all elements of Gi . Hence the mapping fj is bijective.

(2) The mapping fj is homomorphic, since for elements hj(r) and hj(S) :

fj (hj(r) + hj(S)) = (hi(r) + hj(s)Hi) = hi(r)(i) + hj(S)(i) = fj (hj(r))+ fj (h i(S))

Construction : Let a set of abelian groups (Gi ; + ) with i E I be given. Then for
every group Gj the subgroup Hi of H may be constructed. Since Gj and Hj are
isomorphic, the sum table for Hj is the sum table for Gj with relabeled elements.
The sum table for the group H = EEl Hj is constructed from the sum tables of the sub­
groups Hj"

H = EEl Hi II Hj = Gj

Hi = {h j(S) I hj(S)(i) = gi(s) II k~j hj(s)(k) = Ok}

Example 1 : Construction of Klein's four-group

The cyclic groups G1 = {01' a} and G2 ={02 ' b} are used to construct a new group
H = H1 EEl H2 with Hi =Gj . The groups Gj are abelian and have the following sum
tables:

+ °1 a

°1 °1 a

a a °1

+ °2 b

°2 °2 b

b b °2

The subgroups H1 = {ho' h1(1) } and H2 = {ho' h2(1) } contain the following map­
pings of the index set I = {1, 2} :

ho(1) = 01

ho(2) = 02

h1(1)(1 ) = a

h1(1)(2) = 02

h2(1)(1 ) = 01

h2(1)(2) = b
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The subgroups H1 and H2 are isomorphic to G1 and G2. The sum tables of Hi and
Gj differ only in the designations of the elements:

+ ho h1(1)

ho ho h1(1)

h1(1) h1(1) ho

+ ho h2(1)

ho ho h2(1)

h2(1) h2(1) ho

The elements of H = H1 EEl H2 are determined as sums :

ho ho + ho

h1 h1(1) + ho

h2 ho + h2(1)

ha h1(1) + h2(1)

The sum table for H is constructed from the sum tables of H1 and H2, for example:

h1 + h2 = h2 + h1

h1 + ha = ha+ h1

h2 + ha = ha + h2 =

h1(1) + h2(1) = ha

h1(1) + h1(1) + h2(1) = ho+ h2(1)

h1(1) + h2(1) + h2(1) = h1(1) + ho

H
+ ho h1 h2 h3

ho ho h1 h2 h3

h1 h1 ho h3 h2

h2 h2 h3 ho h1

h3 h3 h2 h1 ho

Directsumsof infinitecyclicgroups : The construction of an abelian group H
from given abelian groups (G i ; +) with i EI is specialized to infinite cyclic groups
Gi = gp(bj ) . To simplify the notation, a finite index set I = {1,...,n} is considered. In
analogy with the general case, the group H of index mappings is represented as
a direct sum of subgroups Hi ' Every subqroup Hi is isomorphic to a given group
Gj and is uniquely determined by the generating element bi of Gj • The group H
is isomorphic to a free abelian group F with the basis B := {b, l l e I}.

H = EEl Hj with Hi = Gi = gp(b j )

H = F = gp(B) with B = [b, liE I}
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Proof : Direct sums of infinite cyclic groups

(1) Every cyclic group is abelian, sothat Gj = gp(bj) is abelian. An index mapping
h : I --+ U Gj maps every index i E I to an image G j. The index mapping which
maps the index i to the image Sj b j with SjE l is designated by hs1...sn . The
index mappings form a group H :

H := {hs1...sn l hs1..,sn : 1--+ uGj with hs s (i) = s, b.}
1' " n I I

(2) In the group (H ; +) of index mappings, there is exactly one mapping which
maps the index i to the element sb. of G j and every index k ~ i to the identity

element Ok of the group Gk. This mapping is designated by hi(s). The set of
mappings hj(s) for all elements sb.e Gj is designated by Hj. Then, as was
already proved for abelian groups in general, (H j; +) is a subgroup of H. The
elements of Hi are added by adding their indices.

Hj := {hj(S) E H I hj(s)(i) = sb, f\ k~j hj(S)(k) = Ok}

hj(S) (i) + hj(U) (i) = sb, + ubi = (s + u)bi = hj(s+U) (i)

hj(S) (k) + hj(U) (k) = Ok = hi(s+U) (k) for k ~ i

(3) For the general construction, it was proved that every element of the group

H is a unique valuation of the direct sum EEl H j • The representation of the ele­

ment hs1.,.sn as a sum contains the summand hi(Sj) from the subgroup Hi :

hS1..,sn = h1(sl) + .. . + hn(Sn)

The rule for adding elements in H is obtained by adding their representations
as direct sums :

(4) To prove the isomorphism of the group H to a free abelian group F with the
basis 8 = {b, l i e I}, the following mapping from H to F is considered:

f: H --+ F with f(h s1..,sn) = Sl b1+ ... + sn b,

The ma~pi.ng f.is bijective. In fact, if two images f(hs1..,sn) and f(h u1.,.un) are
equal, this Implies Sl b, + ... + s, bn = u1 b1+ ... + un bn , and hence Sj = uj,
so that the preimages hs1..,sn and hu1",unare equal. Thus the mapping f is
injective. The mapping f is also surjective, since every element of F may be
represented in the form Sl b, + ... + s, bn and therefore possesses a pre­
image hs1..,snE H. Thus f is bijective. The mapping f is also homomorphic :
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f(h )(s, + u, ) ... (sn+ un)

(S1 + u1)b 1 + ... + (s, + Un )b n

(s .b, + ... + snbn)+···+ (u1b1 + ... +un bn)

f(h s 1.. .s n ) + f(hu 1···u n )

Since the mapping f is bijective and homomorphic, the groups F and Hare
isomorphic.

Example 2 : Construction of an infinite abelian group

Let the cyclic groups G1 =gp(a) and G2 =gp(b) be infinite. These groups are used
to construct a new group H = H1 EB H2 with Hi == Gi . The group H is shown to be
isomorphic to the infinite abelian group F with the basis {a, b}.

{h, (s) I h, (s)(1)

{h 2 (s) I h2 (S)(1 )

sa 11 h1(s)(2)

01 11 h2 (s)(2)

02 11 S E Z'}

sb 11 S E Z'}

The groups H1 and H2 are isomorphic to the known groups G1 and G2 . Hence
they possess the sum tables of infinite cyclic groups:

+ ... Ih1(- 1) Ih1(O) I h1(1) I ...
...

h1(_1) h1(_2) h1(- 1) h1(O)

h1(O) h1(_1) h1(O) h1(1)

h1(1) h1(O) h1(1) h1(2)

...

+ ... Ih2(_1) Ih2(O) I h2(1) ...

... I
h2(_1) h2(_2) h2(_1) h2(O)

h2(O) h2(_1) h2(O) h2(1)

h2(1) h2(O) h2(1) h2(2)

...

The sum table for the elements him = h1(i) + h2(m) of H is determined by adding
the indices of the elements (for notational reasons only non-negative indices are
shown) :

him + hkn = h(i+k) (m +n)
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H

+ ... hoo hlO I h01 h20 I hl1 h02 I h30 h21
...

...

hOO hOO hlO h01 h20 hl1 h02 h30 h21

h lO h lO h20 hl1 h30 h21 h12 h40 h31

h01 h01 h11 h02 h21 h12 h03 h31 h22

h20 h20 h30 h21 h40 h31 h22 hso h41

h11 hl1 h21 h12 h31 h22 h13 h41 h32

h02 h02 h12 h03 h22 h13 h04 h32 h23

h30 h30 h40 h31 hSO h41 h32 hso hS1

h21 h21 h31 h22 h41 h32 h23 hS1 h42

...

409

The mapping f : H ~ F with f(h im) = ia + mb isomorphically maps the group
H to the free abelian group F with the basis {a,b}. The elements of F may be
numbered according to the following scheme :
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If the indices i and m are restricted to non-negative values instead , the following
numbering may be chosen :

m

o

o index of ak

The elements of F are designated by ak. The indices i and m are mapped to the
index k according to the numbering. Then the free abelian group F has the follow­
ing sum table :

aa al l
- -.-+----1,--+----+---r---

ag a 12

a l

ao al I a2
..... 1- - +-- -----,

a l

+

a3 a3 a6
------
a4 a4 a7

as I as -

F

all
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7.6.6 DECOMPOSITIONS OF ABELIAN GROUPS

Introduction : The preceding section deals with the construction of an abelian
group from given abelian groups . The question arises whether, conversely, a given
abelian group can always be represented as a direct sum of subgroups.

To decompose an abelian group into a direct sum of subgroups, a mapping from
a free abelian group to the given abelian group is studied. According to the defini­
tion in Section 7.6.3, every free abelian group F has a basis B. Every element of
the basis B generates an infinite cyclic group. Every element of F is a linear com­
bination of the basis elements . A free abelian group is an abelian group of infinite
degree (see Section 7.6.2) .

If the abelian group G to be decomposed is a free group, the decomposition is
achieved by determining a basis B of G. If the group G is of mixed degree, a free
group F with a basis B and a bijective mapping 8: B -<> Y with 8( bj ) = Y j to a
generat ing set Y of G is chosen. The mapping 8 leads to a homomorphic mapping
f: F -<> G with kernel N; the group G and the quotient set FIN are isomorphic. This
property is used in the proof of the fundamental theorem for abelian groups , which
asserts that every finitely generated abelian group is a direct sum of a finite number
of cyclic groups. However, this decomposition is not unique . Unique decomposi­
tions of abelian groups are treated in Section 7.9.

The last part of this section treats the decomposition of scaled abelian groups. This
decomposition is required for the study of abelian groups in Section 7.9.

Homomorphic mapping of a free abelian group : Let (F ; +) be a free abelian
group, and let B = {b j liE I} be a basis of F. To define a homomorphic mapping
f : F -<> G from the free abelian group F to an abelian group G, it suffices to define
a mapping 8 : B-<> Y from the basis B to a generating set Y of G. Every element a
of F is by def inition a unique linear combination of basis elements bj • The image
f(a) is defined to be the corresponding linear combination of the images Yi of the
basis elements .

f : F -<> G with a
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The mapping f is homomorphic. since for elements a = a1b, + ... + as b, and c =

c1b1+ ... + csbs of F :

f(a +c)

f(a + c)

f((a1+c1)b1+ +(as+cs)bs)

(a, +C1)Y1 + +(as+cs)Ys

(a 1Y1 + +asYs)+ (C1Y1 + +csYs)

f(a1b, + + asb s) + f(c1 b, + + Csbs)

f(a) + f(c)

First isomorphism theorem for abelian groups: Let (G ; +) be an abelian
group of mixed degree with a generat ing set Y = {Yj liE I J. and let (F; +) be a free
abelian group with a basis B = {b, liE I Jforthe same index set I . Then the bijective
mapping 8 : B-;> Y with 8(b j) = Yj induces a homomorphic mapping f : F -;> G with
kernel N ; the group G and the quotient group FIN are isomorphic.

G

8:B-;>Y with 8(b j) = v.
f : F -;> G with f(a) = 9 and a = n1b. + ... + ns b,

g = n1Y1 + ... + nsYs

Proof : First isomorphism theorem for abelian groups

Since the group G is of mixed degree. it also contains elements of finite order. for

example the elements gl ' g2.... of order Sl ' S2"" . Then by definition Sl g1 = s2g2
= ... = 0G ' Let the preimage of gj be aj. Since the mapping f is homomorphic,
every linear combination of Sl a1, S2 a2,... is also mapped to the identity element
0G ' These linear combinations form the kernel N of the mapping f. According to
Section 7.5.2, the kernel of the homomorphic mapping f is a normal subgroup in G.
Since f is surjective, the genera l first isomorphism theorem in Section 7.5.3 shows
that the group G and the quotient group FIN are isomorphic.

Fundamental theorem for abelian groups : Let (G ; +) be a finitely generated
abelian group. Then there are elements t., ...,tm and u1,....u, in the group G such
that G is the direct sum of the cyclic subgroups generated by t1,...•tm and u1,...,un'
The orders of the finite summands Tj = gp(t j) form a divisor chain. The summands
Uj = gp(u j ) are infinite .
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G = T1 EB ... EB TmEB U1 EB ... EB Un

ord Tj l ord Tj+1

m,n E N

t s i c rn

413

F1 EB EB Fs
N1 EB EB Ns

m number of summands Tj = gp(tj ) of finite order

n number of summands Uj= gp( u.) of infinite order

If the direct sum contains no finite summands, then G is a free abelian group. If the
group G is finite , then the direct sum contains only finite summands. In that case,
its order is the product of the orders of the summands.

m = 0 = G is a free abelian group

n = 0 = ord G = ord T1•... -ord Tm

The decomposition of a finitely generated abelian group into a direct sum of cyclic
subgroups is not unique. The decomposition in the fundamental theorem for abel­
ian groups contains the least possible number of cyclic summands. Other decom­
positions are treated in Section 7.9 .

Proof : Fundamental theorem for abelian groups

(1) By the first isomorphism theorem for abelian groups, the abelian group
(G ; +) is isomorphic to the quotient group FIN of a free abelian group (F ; +).
Since G is finitely generated and its generating set is biject ively mapped to
the bas is B of F, it follows that B = {b, ,...,bs} is finite. By Section 7.6 .3, the
basis B may be chosen such that the subgroup N of F has a minimal gene rat­

ingsetE={c1b1,...,csbs} with c jE N and cr+1= ... =CS=O with r s s,

G == FIN

F = gp(b1) EB EB gp(bs)
N = gp(c1b1) EB EB gp(csbs) =

(2) The subgroup Nj = gp(c j bj) is a normal subgroup of the abelian group
Fj = gp(bJ Hence there is a natural homomorphism f j : Fj -- Fj /N, with
the kernel N j •

(3) A mapping f : EB Fj -- EB (Fj I Nj ) is defined for the group F = EB Fj • The ele­

ment a = n1 b, + ...+ nsbs in EB Fj is mapped to the element f1(n1b1) + ... +
fs(n, bs) ' The image is unique, since by definition every element of the direct

sum EB F j corresponds to a unique sum n1b, + ... + nsbs and the image
f j (n, b.) of every term is also unique.
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(4) The mapping f: EB Fj - EB (Fj /N j ) is homomorphic, since for elements
a=a1b1+ ... +asbs and u=u1b1 + ... +usbs of EBF j

f(a + u)

f(a + u)

f ((a1+u1)b1 + ... +(as+us)bs)

f1((a1+u1)b1)+ ..·+fs((as+us)bs)

f1(a, b1) + + fs(as bs) + f1(U1b.) + ... + fs(us bs)

f (a.b, + +asbs) +f(u1b1 + ... +usbs)

f(a) + f(u)

(5) The kernel of the mapping f: EB Fj - EB (Fj /N j ) is N = EB Nj • Every element
n E N must satisfy the condition f(n) = O. Since the element n is a unique direct
sum n = n1b, + ... + ns bs' this condition takes the form f(n 1b, + ... + ns bs)
= f1(n 1b1)+ ... + fs(n, bs) = O. Since fj has kernel Nj and the representa­
tion of the identity element 0 is unique, this condition is satisfied only for
nj bj E Nj , and hence ker f ~ EB Nj • But EB Nj ~ ker f also holds, since Nj is the
kernel of f j • Hence ker f = EB Nj = N.

(6) By the general first isomorphism theorem in Section 7.5.3 , the surject ive ho­
momorphic mapping f: EB Fj - EB (Fj /N j ) with kernel N yields the isomorph­
ism EB (Fj / Nj ) == (EB Fj ) / N = F/ N. Thus the group G = F/ N is isomorphic to
the direct sum of the quotient groups Fj / Nj :

G == EB(Fj / Nj ) with Fj/N j = gp(bj)/gp(cj bj )

(7) For c j ~ 0, the quotient group Fj / Nj is isomorphic to the group of residue
classes modulo cj (see Section 7.5.4). For c.; 1= ... = Cs= 0, the quotient
group Fj / Nj is isomorphic to the additive group ( z ; + ) of the integers. Hence
the finitely generated abelian group G is isomorphic to the direct sum of m = r
cyclic groups Tj = gp(tj ) of order c j and n = s - r cyclic groups Uj = gp( uj )

of infinite order.

(8) Accord ing to Section 7.6.3, the numbers c. ,....c, in the minimal generating
set {c.b., ...,csbs} of the subgroup N form a divisor chain. The numbers cj

are also the orders of the groups Tj • Hence the orders of the subgroups Tj

form a divisor chain.

(9) If the direct sum contains no summands of infinite order, that is if G = T1EB
...EB Tm , then every element of G is a unique sum of one element each from
T1,...,Tm. Each such combination of elements from T1,...,Tm is an element
of G. Hence the order of G is the product of the orders of the summands Tj •
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Decomposition of scaled abelian groups: Let an abelian group (G ; +) be the
direct sum of m groups G1,.. . ,Gm. Then the group nG = {ng l g EG} scaled by the
natural number n is the direct sum of m groups nG 1, ,nGm. The quotient group
G /nG is isomorphic to the direct sum of m groups H1 , Hmwith Hj = Gj / nG j .

G G1 E9 E9 Gm
nG nG 1 E9 E9 nG m

G/nG - H1 E9 E9 Hm

with

with

with

gp(aj)

gp(naj)

GJnGj

Proof: Decomposition of scaled abelian groups

(1) Since G is the direct sum of the groups G1, ,G m, every element g E G has

a unique representation as a sum g = g1 + + gm with gjE Gj. Hence also
ng = ng 1 + ...+ ng m. This representation of ng is unique, since ng is an ele­
ment of G and n gj is an element of G j. Hence nG is the direct sum of the
groups nG 1,... ,nG m.

(2) The subgroup nG jis a normal subgroup in Gj . Hence there is a natural homo­
morph ism f j : Gj~ Gj / nGj with kernel nGj. As in points (3) to (5) of the proof
of the fundamental theorem for abelian groups, it follows that the mapping
f : E9 G j~E9(GJnG j) is homomorphic with kernel nG = E9 nG j • As in point (6)
of the proof of the fundamental theorem, it follows that the group H := G/nG
is isomorphic to the direct sum of the quotient groups Hj = G/nG j.

Example 1 : Decomposition of Klein 's four -group

Klein 's four-group (G ; +) is abelian and is generated by two elements, for example

G = gp(g1 ,g2). Its sum table is determined in Example 1 of Section 7.6 .5.

+ 90 I 9, 92 93

90 90 9, 92 93

9, 9, 90 93 92

92 92 93 90 9,

93 93 92 9, 90 G

G is to be decomposed into cyclic subgroups. Each of the generating elements

g l ' g2 of G is associated with an element of the basis B = {b l ' b2} of a free abelian
group F. Then the mapping f : F~ G defined in the proof of the fundamental theo­
rem for abelian groups is homomorphic and has the following kernel:

N = {n.b, + n2b2 I g = n1g1 + n292 = 0G}
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The sum table of the four-group shows that the condition g = 0 is satisfied for even
values of n1 and n2. Hence the kernel of f is

N = {2m 1b, + 2m 2b2 I m1,m2 E Z }

The sum table of F is shown in Example 2 of Section 7.6.5. If b, = a1 and b2 = a2
are chosen to form a basis, then the groups F and N are defined as follows :

F = {n, a1 + n2a2 nj E Z }

N = {2n 1a1 + 2n 2a2 1 nj E Z }

The minimal generating set of N is {2a 1,2a 2}.The subgroup N1 = gp(2a1) is a nor­
mal subgroup of the subgroup F1= gp(a1).Thecosets of N1in F1are [aol and [a .],
The quotient group F1I N1 is a cyclic group of order 2 generated by [a.].

+ lao] [al]

[aol lao] [al]

[all [all [aol

[aol = { zna, I n E r\J }

[a.] = {(2n+1)a1 I n E N)

F1/N1

Analogous statements hold for the subgroups N2 = gp(2a2) and F2= gp( a2). By
the proof of the fundamental theorem for abelian groups, there is a homomorphic
mapping f : F~ FIN with

F = F1 EEl F2 = gp(a1) EEl gp(a2)

FIN == (F 1/ N1) EEl (F2/N2) = {[aol, [ad} EEl {[aol, [a2l}

FIN = {[aol, [a1l, [a2l, [a4l }

The sum table for the group FIN follows from the rule [ad + [aml = [a, + am] and
the sum table for F; for example:

[a1l + [a2l = [a, + a2] = [a 4]

[ad + [a 4] = [a l + a1+ a2] = lao + a2l = [a 2]

+ [aD] [al] [a2] [a4l

lao] [aol [all [a2] raJ

[all [al] [aol raJ [a2l

[a2] [a2l [a4l [aol [all

[a4] [a4l [a2l [al] [aol FIN

The sum tables show that the groups G and FIN are isomorphic. The group FIN
is the inner direct sum of the cyclic subgroups F1I N1 and F21N2·
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7.7 PERMUTATIONS

7.7.1 INTRODUCTION

Every finite group is isomorphic to a group of permutations. The structure of per­

mutations is therefore studied in detail. The concept of direct sums for abelian
groups is replaced by the concept of cycles for permutations. A cycle leaves a part
of the permuted set invariant and maps each of the remaining elements to its neigh­
bor (endless belt) . It turns out that every permutation can be reduced to a product
of disjoint cycles (canonical decomposition of a permutation).

The canonical decomposition of permutations may be used to determine conju­
gate elements in permutation groups. The transform of each cycle in the decom­

position with respect to a permutation rn is determined by replacing its elements
a j by their images w(a.), In a symmetric group Sn, conjugate permutations form
an equivalence class. This property is used for the further study of the structure
of general groups in Section 7.8.

A decomposition of a permutation into transpositions is obtained from its decom­
position into cycles. Every transposition interchanges two elements of the per­

muted set. The number of transpositions determines the sign of the permutation.
This property is used for instance to determine the coordinates of a-tensors in
Chapter 9.

The subgroup of even permutations (alternating group) in a symmetric group de­
termines whether an equation can be solved by radicals and whether a shape can

be constructed using only compass and straightedge (Galois theory). The proper­
ties of alternating groups are therefore studied and proved in detail.

Finally, the structure of the symmetric group of degree 4 is studied. First all sub­
groups of S4 are analyzed. There is only one complete chain I <I V4<IA4<l S4of nor­
mal subgroups with the alternating group A4and Klein's four -group V4' The conju­
gate elements and the commutators of S4 are also determined. This prepares the
ground for the general study of the structure of finite groups in Section 7.8.
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7.7.2 SYMMETRIC GROUPS

Introduction : Some definitions and properties of permutation groups from pre­
ceding sections are summarized in this section. The definition of a permutation is
adopted from the introductory example in Section 7.3.1. The isomorphism of per­
mutation groups of equal degree and the isomorphism of every finite group to a
permutation group are proved in Section 7.5.4. The geometric interpretation of the
permutation groups alluded to in the examples of preceding sections is deepened
with the definition of symmetry groups. In contrast to the preceding examples, the
isometries of the space IR n are permutations on infinite sets. Symmetry groups are
subgroups of symmetric groups and must not be confused with the latter.

Permutations : For every natural number n ;::: 1, let Xn= {1,...,n} be the set of
numbers from 1 to n. A permutation <j> on the set Xnis a bijective mapping from Xn
to itself. The permutation <j> : Xn~ Xn is represented using the scheme defined in
Section 7.3.1 . The order of the columns in the scheme is arbitrary.

[

1 2 n]
<j>(1) <j>(2) <j>(n)

Identity permutation : The identity permutation i: Xn~Xnmaps every element
of Xn to itself. Thus it is represented by the following scheme:

: [12 n]
1 2 n

Inverse permutation : The product of a permutation <j> with its inverse <j>-1 yields
the identity permutation i. The inverse permutation <j>-1 is obtained from <j> by inter­
changing the rows of the scheme.

<j>-1 : [<j>(1) <j>(2) ... <j>(n)]
1 2... n

<j> 0 <j>-1 = <j>-1 0 <j> = i

Symmetric groups : The set of all permutations <j> on a set Xn with n elements
is designated by Sn' Let the composition <j> i o<j>mof permutations be defined as an
inner operation in Sn' The domain (Sn; 0) is a group (see Section7.3.1).The group
Sn is called the symmetric group of degree n and is also designated by S(Xn). In
Section 7.5.4, the symmetric groups on sets with the same number of elements
are shown to be isomorphic.

Sn := {<j> I <j>: Xn~Xn 1\ <j> 0<j>-1 = i}
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Cayley's Theorem : By Cayley 's Theorem (see Section 7.5.4) every finite group
is isomorphic to a group (A; 0) of permutations. However, the group A is generally
not a complete symmetric group. Since for a set Xn with n elements there are n!
permutations, the orders of the symmetric groups are 1,2,6,24, 120,.... While
there is for instance no symmetric group of order 4, by Cayley's Theorem for every
group of order 4 there is an isomorphic group of permutations (A ; 0). This group
is a subgroup of a symmetric group. For example, the group S4 of order 24 con­
tains subgroups of order 2, 3,4,6, 8 and 12, which are compiled in Section 7.7.6.

Isometries : The symmetric group SR on the euclidean space (IR n ; d) is the set
of biject ive mappings <j> from IR n to itself:

SR :={<j>I<j>: lRn~ lRn 11 <j> o<j>-l=i}

A general permutation changes the distance d(x, y) between two points x, y E IR '' .
A special permutation which preserves the distance d(x, y) between all pairs of
points x, y E IR n is called an isometry and is designated by o, The set IRof isome­
tries on IR n is a subgroup of the symmetric group SR on IR '' .

o is an isometry:= 1\ (d(x, y) = d(o(x) , o(y)))
x,yERn

Proof: The isometries IRon IR n form a subgroup of the symmetric group SR'

The domain (IR; 0) has the properties of a group :

(1) The identity permutation i is an element of IR, since it preserves all distances
in R n.

(2) If IRcontains the isometries w and 0 , then IRalso contains the isometry Woo.
In fact , for the isometries w and 0 :

1\ (d(x, y)
x,yERn

1\ (d(a, b)
a,bE Rn

d(o(x) , o(y)))

d(w(a), w(b)))

Choosing a = o(x) and b = o(y), it follows by substitution that

1\ (d(x, y) = d(woo(x), woo(y))) => Woo E IRx,yERn

(3) For every isometry 0 , the inverse 0 - 1 is also contained in IR' In fact , since
every permutation 0 is bijective, for all a, b E IR n there are points x, y E IR n
such that o(x) = a and o(y) = b. Since 0 is an isometry, it follows that d(x, y) =
d(o(x), o(y)) = d(a, b). With i = 0 - 100, this implies d(x, y) = d(i(x),i(y)) =
d(o-l oo(X) , 0-1 0 0 (y)) = d(o-l(a) , 0-1(b)). Combining these results yields
d(a, b) = d(o-l(a), o-l (b)). Hence 0-1 is an element of IR.
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Symmetry groups: Let Ac Rn be a shape in the euclidean space (R" :d). In
general, an isometry 0 E I Adoes not map the shape A to itself. The set I A of isome­
tries which map every point of A to a point of A (and every point of Rn - A to a point
of R n - A) is called the symmetry group of this shape. The symmetry group IA of
the shape A is a subgroup of the isometry group of the space R n, and hence also
a subgroup of the symmetric group SAon the space R n :

I A := {OE I A I /\ (a(x) EA 1\ 0-1(x)EA)}
xE A

I A c I A C SA

Proof : Group properties of the symmetry group lA of a shape A

(1) The identity permutation i is an element of lA' since it leaves all points of A
invariant.

(2) If IA contains the isometries w and 0 , then IA also contains the isometry woo.

In fact, for the isometries w and a :

/\ (a(x) E A 1\ 0 - 1(x)EA) 1\ /\ (w(y)E A 1\ w-1(y)EA)
xE A y EA

Setting y = a(x) and x = w- 1(y), it follows from the fact that a and ware
bijective that the quantifier /\ for x EA and y EA applies to the same set of
elements. Hence by substituting for y and x, respectively, one obtains:

/\ (w(y) E A) = /\ (woo(x) E A)
yEA xE A

(3) Since it was assumed that the bijective isometry a maps no points of R n - A
to A, the inverse 0 - 1 maps no points of A to :R n - A. Hence 0-1 is an element

of IA"

Example : Symmetry group of a square in the plane

The covering operations of a square are isometries a : R2 --+ R2 . Such an isometry
a is completely described by the images of three corners of the square. The repre­
sentation becomes clearer if the image of the fourth corner is also explicitly speci­
fied. Then the isometries a are replaced by permutations <1> : X4 --+ X4 of the four
corners. The symmetry group of a square in the plane contains eight permutations
{<I>1 ' ..·, <I>a}· The reflections <1>1 to <1>4 in R2 may also be regarded as rotations in
R3. They change the orientation of the boundary of the square.
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4 3 2 3
/

[1 2 3 4]/
<1>1 = 1 4 3 2

reflection in 1 - 3
/

1 2 1 4

4 3 4

"- [, 234]-,
<1>2 = 3 2 1 4

reflection in 2 - 4
"-

1 2 3 2

4 3 1 2

[1 2 3 4] reflection in a - aa a
<1>3 = 4 3 2 1

2 4 3

b
4 3 3 4

[1 2 3 4] reflection in b - b
<1>4 = 2 1 4 3

b
2 2

4 3 4 3

+ [1 234] rotation, 0 degreesM
<1>5 = 1 2 3 4

1 2 1 2

4 3 3 2

+
[1 2 3 4] rotation, 90 degreesM

<1>6 = 4 1 2 3
1 2 4

4 3 2

+
[1 2 3 4]M

<1>7 = 3 4 1 2 rotation, 180 degrees
1 2 3 4

4 3 1 4

+
[1 2 3 4]M

<1>8 = 2 3 4 1 rotation, 270 degrees
2 2 3
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7.7.3 CYCLES

Introduction : The structure of individual finite permutations is studied in this
section. The permutations are decomposed into products of disjoint cycles. Each
cycle is a permutation which maps each element aj in a subset {a1, ... ,as} of the
underlying set Xnto the element aj+ l' except for the element as' which is mapped
to a1. All other elements of Xnare mapped to themselves. It turns out that every
permutation may be representedas a product of disjoint cycles, which are unique
up to their order.

Fixed point of a permutation : Let <j> : Xn-- Xnbe a permutationof the finite set
Xn = {1 ,...,n}. Then an element a of Xn is called a fixed point of the permutation <j>
if it is mapped to itself, that is if <j>(a) = a.

a is a fixed point of <j> : = <j>(a) = a

Range of a permutation : Let <j> : Xn--Xn be a permutation of the finite set
Xn= {1 ,...,n}.The subsetof elementsof Xnwhich are not fixed points of <j> is called
the range of <j> and is designated by W[<j>].

W[<j>] := {aEXn I <j>(a);ea}

The permutation <j> mapsthe elementsof the rangeW[<j>] to the rangeW[<j>]. In fact,
for an arbitrary element a of W[<j>], the image b := <j>(a) ;e a. Since b ;e a and the
permutation is injective, it follows that <j>(b) ;e<j>(a) , that is <j>(b) ;eb. Hence b is not
a fixed point of <j>.

<j>(W[<j>]) = W[<j>]

Representation of permutations : To representa permutation, it is sufficient to
represent it on its range. Only the elements of the range will therefore be shown
in the scheme of a permutation in the following.

[1 2 3 4 5] [1 3 4]
<j> : <j>(1) 2 <j>(3) <j>(4) 5 = <j>(1) <j>(3) <j>(4)

Commuting permutations: The composition <j>j o<j>mof permutations <j>i'<j>m E

Sn is generally not commutative.The order of two permutationsmay, however,be
changed if their ranges are disjoint.
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Proof : Commuting permutations

By hypothesis, every element a of the range W[ <P j1of the permutation <P j is a fixed
point of the permutation <Pm' that is <pm(a) = a. The image b := <pj(a) is an element
of the range W[ <pd. Hence the order of the permutations may be changed for
aEW[<p j]:

<p j0<pm(a) = <Pj (a) = b

<pm 0<pj(a) = <Pm (b) = b

By hypothesis, every element b of the range W[ <Pm] of the permutation <Pm is a fixed
point of the permutation <Pj' that is <p j(b) = b. The image a := <Pm(b) is by definition
an element of the range W[ <Pm]' Hence the order of the permutations may be
changed for bEW[<pm] :

<Pj o<Pm(b) = <P j (a) = a

<pm 0<pj(b) = <Pm (b) = a

Elements which lie in none of the two ranges are fixed points of both permutations.

Thus in all cases the permutations are seen to commute : <P j0<Pm = <Pm0<P j '

Cycles : Let Sn= S(Xn) be a symmetric group. A permutation <P in Sn is called
a cycle if there is a set {a 1, ... , as} of s elements in Xn with the following properties:

(1) Every element of Xn which does not belong to {a. , ...,as} is a fixed point of <p .

(2) Every element of {a l ' ... , as -1} is mapped to the element with the next higher
index , while as is mapped to a1.

<p(a j) aj+ 1 for i=1,...,s-1

<p(as) = a1

The short notation < a1, .. . , as > is introduced for a cycle <p. The identity mapping
is designated by <a1>. The notations <a1,a2,a3 >, <a2,a3,a 1>, <a3,a1,a 2 > all
describe the same cycle .

Length of a cycle : The cycle <P = < a l ' ... , as > with s elements is said to be of
length s -1. The length of a cycle <P is designated by L(<p). A cycle of length 1 is
called a transposition. A cycle of length 2 is called a three-cycle, as it contains three
elements.

Inverse of a cycle : The inverse of the cycle < a1, ... , as > is given by the cycle

<as' ...,a1 >, since -c a. , ...,as> °<as' ....a, > is the identity mapping.

<p(ad a j+ 1 A <p-1(aj+ 1) = aj for i = 1,...,s-1

<p(as) = a1 A <p-1(a
1) = as
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Equivalent elements of a permutation: The elements a,b in the range W[<I>l
of a permutation <I> are said to be equivalent if a multiple composition of the per­
mutation <I> maps the element a to the element b. Multiple compositions are consid­
ered to include non-positive powers of <1>. The equivalence of elements is desig­
nated by a ,....., b. The relation s- is an equivalence relation.

a-c-b = V <l>f(a)=b
rE Z

Proof : a ,....., b is an equivalence relation.

(1) Reflexive: For every element a in the range, <1>0 (a) =a, and hence a ,....., a.

(2) Symmetric: For every equivalent pair of elements a,....., b there is a number
r such that <l>r(a) = b. The corresponding composition using the inverse per­
mutation yields a = <I>-f (b), and hence b,....., a. Thus for every pair a,....., b the
relation also contains the pair b,....., a.

(3) Transitive : For equivalent elements a,....., band b -« c there are numbers
rand s such that o'(a) = band <l>S(b) = c, hence <l>f+S(a) = c and therefore
a -;-c.

Orbit of an element : The range W[<I>l of a permutation <I> is partitioned into
classes of equivalent elements. An element a E K is chosen as the representative
of a class K. Since the permutation is finite, there is a least positive number r such
that <l>f(a) = a. In the following, the set H = {<I>(a) , <1>2 (a),...,<l>f(a)} is shown to con­

tain exactly the elements of the class K.

Every element of H is an element of K, since it is obtained from a by multiple com­
position of <1>. For an arbitrary element b E K, there is by definition a number s such
that b = <l>S(a). For 1 :5 S :5 r, b is contained in H. For s :5 0 or s > r, the number s
is represented in remainder form modulo r, that is s = q r + t with 1 :5 t :5 r. Then
b = <l>qf+t(a) = <l>t(a). Hence b is an element of H.

The class K is called the orbit of the element a. With the designations aj = o'(a),
the orbit may be written as the set K = {a1, ...,a, }. It is the range of a cycle <l>k . This
cycle leaves the elements of Xn which do not belong to K invariant. The images
of the elements in K for the permutation <I> and the cycle <l>k coincide.

<l>k(a j) ai+ 1 for i = 1,...,r - 1

<l>k(ar) a,

<I> (a i) <I> o <l>i(a) = <l> i+1(a) = ai+1

<I> (a.) <I> o <l>f(a) = <I> (a) = a1
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Canonical decomposition of a permutation into cycles : Every permutation
<I> of a symmetric group Sn may be represented as a product of disjoint cycles <l> j'
Each of these cycles is the orbit of an element of Xn . This representation is called
the canonical representation of <I> :

<I> <1>1 0 <1>2 0...0 <l>m

<l>j factor of the canonical representation of <I>

The canonical representation of <I> has the following properties, with < a1>desig­
nating the identity mapping:

(1) The factors <l>j are unique, but their order may be changed.

(2) All factors of a permutation <I> ;<' < a1> are different from <a, >.

(3) Any two factors have disjoint ranges.

(4) The canonical decomposition of the permutation <I> = < a1> is defined to be
<a1>·

Proof : Canonical decomposition of a permutation

(1) The equivalence relation "-' partitions the range W[<I>] of the permutation <I>
into disjoint equivalence classes K1,...,Km. The equivalence class Kj is the
orbit of a representative ajE Kjand thus corresponds to a cycle <l> i with range
W[<I>d = Kj. The permutation <I> is therefore the product of cycles <l>1 ,...,<j>m '
The cycles commute since their ranges are disjoint.

<I> = <1>1 0 <1>2 0...0 <l>m /\ <l>i 0 <l>k = <l>k 0 <l>j

(2) The partition of the range W[<I>] into the equivalence classes K1 ,Km is
unique. If there are two decompositions <I> = u 10...0uj and <I> = ~1 0 0 ~k for
the permutation <1>, then one of the cycles u j and one of the cycles ~i must
coincide with <I> on the orbit Kj. Thus j = k = m, and for a suitable numbering
also u j = ~j ' Hence the decomposition of <I> is unique.

Determination of the canonical decomposition : Let a permutation <I> of a set
Xn be given. To determine the canonical decomposition of <I> into cycles, choose
an arbitrary element a E Xn and determine the least number r E N I for which
<l>r(a) = a. If the orbit K1:= {<I>(a), <l>2(a), ....<l>r(a) } does not contain all elements of
Xn• choose an arbitrary element b of the remaining set Xn - K1and determine its
orbit K2:= {<I>(b), <l>2(b) •...,<I>S(b)}. Fixed points of <I> lead to one-element cycles
<c> which correspond to the identity mapping and are not included in the decom­
position. The process is continued until all elements of Xn have been taken into
account. For example, if the permutation <I> possesses two disjoint cycles <1>1 and
<1>2 ' then its canonical decomposition is

<I> = <1>1 0<1>2 = < <I>(a) ,...,<I>r(a»0 < <I>(b) ,...,<I>S(b»
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Length of a permutation : Let the canonical decomposition of a permutation <I>

of the symmetric group Sn be <I> = <1>1 o...o<l>m' The sum of the lengths of the cycles
<l> i is called the length of the permutation <I> and is designated by L(<I» .

m

L(<I» = I L(<I> j)
i = 1

Example 1 : Canonical decomposition of a permutation

Let the permutation <I> on the set X6 = {1 ,2,...,6 } with fixed point 4 be given :

[
1 2 3 4 5 6 ]

<1>: 632 4 1 5

The element 1 of X6 is chosen and the orbit {6,5,1} is determined. In the remaining
set {2,3,4 }, the element 2 is chosen and the orbit {3,2} is determined. The remain­
ing set {4} contains only the fixed point 4; this leads to the identity mapping, which

is not included in the decomposition.

<1>(1) = 6

<1>(2) = 3

<1>2(1) = <1>(6) = 5

<1>2(2) = <1>(3) = 2

<1>3(1) = <1> (5) = 1

The permutation <I> may therefore be represented as the product of the cycles <1>1

and <1>2 :

The length of the permutation <I> is L(<I» = 2 + 1 =3.

Products of cycles : The decomposition of a permutation into a product of
cycles is not unique. If arbitrary cycles (J}1 and (J}2 are chosen, their product is a
permutation <I> = (J} 10(J}2' This permutation <I> has a canonical decomposition <I> =
<1>1 0...0 <1>5' which is unique up to the order of the cycles. However, its factors are

generally different from (J}1 and (J}2'
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Example 2 : Canonical decomposition of a product of cycles

Let the cycles 0)1 = < 2, 5, 1,3> and 0)2 = < 6, 3, 4, 1> in the set X6 = {1 ,2,...,6} be
given. Their product is a permutation <I> = 0)100)2' which may be decomposed by
the method described above :

[
1 2 3 4 5 6 ] [123456] [123456]

<1>= 352416 0624153 = 654312

The element 1 leads to the orbit {6,2,5,1}, leaving the set {3,4}. The element 3
leads to the orbit {4, 3}. The canonical decomposition is therefore

<I> = <1>1 0<1>2 = {6,2,5,1}0{4,3}

The canonical decomposition can also be carried out without explicitly determining
the permutation <1>, namely by determining the images with the product 0)100)2 :

<1>(1) = 0)1(0)2(1)) = 0)1 (6) = 6

<1>(6) = 0)1(0)2(6)) = 0)1 (3) = 2

<1>(2) = 0)1(0)2(2)) = 0)1 (2) = 5

<1>(5) = 0)1(0)2(5)) = 0)1 (5) = 1

<1>(3) = 0)1 (0)2(3)) = 0)1 (4) = 4

<1>(4) = 0)1 (0)2(4)) = 0)1 (1) = 3
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7.7.4 CONJUGATE PERMUTATIONS

Introduction : Two permutations are said to be similar if the number of cycles
in their canonical decompositions is equal and the cycles have the same length
when suitably numbered. In this section, similar permutations are shown to be
conjugate in Sn' Conjugateelementsof groups are defined in Section7.4.4. Every
permutation group can be partitioned into classes of conjugate elements. This is
demonstrated for the symmetric group S4 in Section 7.7.7.

Cycle form of conjugation : The oi-transtorm ep = 0:> ° o 00:>-1 of a permutation
o E Sn is to be determined. Let the canonical decomposition of o be 0= 01 ° ...
oOm' Then the canonical decomposition of ep is ep = ep10 ° epm with the same
number of cycles and epj = 0:> OOj 0 0:>- 1. If OJ is the cycle -ca., ,as>, then ep jis the
cycle <o:>( a1),oo .,0:>( as»'

0= °1 ° ... 0 Om

ep = ep1 ° ° epm

OJ = <a 1, ,as> = epj = <0:>(a1),..·,0:>(as»

Proof : Cycle form of conjugation

(1) The transform ep j= 0:> oOj ° 0:>-1 of the cycle OJ = -ca., ...,as> is given by the
cycle epj = <o:>( a1),...,o:> (as» ' In fact, for every element akE OJit follows from
oj(ak) = ak+1 and OJ(as) = a1 that epj maps the element o:>(ak) to 0:>(ak+1)
and o:>(as) to 0:>(a1) :

k ~ s: ep j(o:>(ak)) = o:>oOjoo:>-l(o:>(ak)) = o:> ooj(ak) = 0:>(ak+1)
k = s: epj(o:>(as)) = o:> oo j 0o:>-l(o:>(as)) = o:>ooj(as) = 0:>(a1)

Every element x E Xnwhich is not contained in the cycle OJ is a fixed point of
OJ with OJ (x) = x.This impliesthat epj leavesthe elemento:>(x) invariant,so that
o:>(x) is a fixed point of ep j :

epj (0:> (x)) = 0:> OOj0 0:>- 1(o:>(x)) = 0:> OOj (x) = o:>(x)

The permutation epj therefore maps the elements 0:>(a1),...,0:>(as) of the per­
muted set 0:> (Xn) cyclically, while all other elementsof o:>(Xn) are fixed points.
Hence epj is a cycle <0:>(a1),oo .,0:>(as» in Sn'

(2) The e -transtorm <P = 0:> 00 00:>-1 of the permutationo with the canonical de­
composition 0= 01 0 ... oOm is expressed as a product of the co-transforms
<Pj = 0:> OOj ° 0:>-1 of the cycles OJ:

~ ~ ~
't' = 0:>0000:> = o:> ool o ... oom0O:>

<p = (0:> 0°1 °0:>-1)0(0:> 0°2°0:>-1)0 ... ° (o:>oOm°o:>-l)

<p = <P1°<P20"'°<Pm
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(3) Since the cycles OJ of the canonical decomposition of 0 are disjoint and the
mapping co : Xn-- Xn is bijective, the cycles <l>j are also disjoint. Hence
<I> = <1>10<1>2 ° ... o<l>m is the canonical decomposition of the permutation <1>.

Example 1 : Cycle form of conjugate permutations

Let the permutations wand 0 of the set Xs = {1, 2, 3, 4, 5} be given.

W=[1 2345]
25413

0=[12345]
42513

The canonical decomposition of the permutation 0 is <1>1°<1>2 = <1,4>0<3,5>. The
or-transform of 0 is determined in cycle form.

wooow-1 (wo<l>low-l) ° (wo<l>20W-l)

<w(1), w(4» ° <w(3), w(5»

< 2,1 > 0<4,3>

To check the result, the transform woo ° w-1 is calculated directly and compared
with the product < 2,1 > 0< 4,3 >.

WoO ow-1 =[~
2 3 4

: ] ° [ :
2 3 4 5]o[ 1 2 3 4 5]

5 4 1 251 3 4 1 532

=[~
2 3 4 :]1 4 3

<2,1>0<4,3> = [ ~ 2 3 4
5]0[12345]=[12345]

1 3 4 5 12435 21435

Similar permutations : Let the canonical decompositions of the permutations

o and <I> in Sn be 0 = 0lo...ook and <I> = <l>lO"'0<l>m' respectively. The permuta­
tions 0 and <I> are said to be similar if their canonical decompositions contain the
same number of cycles, that is k = m, and the cycles have the same length when
suitably numbered, that is L( OJ ) = L( <l>j)'

0, <I> E Sn are similar := 0 = 010 ...00m 1\

<I> = <l>1 0"' 0<l>m 1\

L(Oj) = L(<I>j)
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Classes of conjugate permutations : The permutations <I> and o are con­
jugate in the symmetric group Sn if and only if they are similar. The relation
"conjugate" is an equivalence relation and partitions Sn into disjoint classes.
Hence similar permutations form a class of conjugate elements of Sn'

Proof: Permutationsare conjugate in Sn if and only if they are similar.

(1) Let the permutations <I> and o be conjugate. Then there is a permutation
WE Sn such that <I> = tn o o ° w-1. Let the canonical decomposition of o be
01 o...oom·Then the canonicaldecomposition of <I> is the product <1>1 o...0<l>m
with <l>i = W oOi ° w-1 (seecycle form of conjugation). The numberm of cycles
in the decompositions of <I> ando is equal,andthe lengthsof OJ = -ca., ...,as>
and <l>j = < w(a.) ,..., w(as) > are also equal. Hencethe permutations <I> and
o are similar.

(2) Let the permutations <I> and o be similar. Let their canonicaldecompositions
be <1>= <l>1 0"' °<l>m and 0=01o...00m with L(<I> j) =L(oj)' Then there are
bijective mappings wj: W[OJ ]--+W[<l>j] for i = 1,...,m, and hence there is a
bijectivemapping ww : W[o] --+ W[<I>] betweenthe ranges. Since the ranges
W[o] and W[<I>] are equipotent, there is a bijective mapping from the fixed
pointsof o to the fixed pointsof <1> . Altogether, there is thereforea permutation
m : Xn--+ Xn which transforms OJ = -ea., ...,as> into <l>j = <w(a1),..·, w(as»'
and it follows from the cycle form of conjugation that <I> = woo ° w-1 is the
w-transform of 0.

Example 2 : Classes of conjugate elements of S3 = {<I>1,· ..,<I>6 }

$, : [~ 2 :] $2 [:
2

~] $, [:
2 :]2 3

$4 : [:
2 :] $5 : [~

2 :] $, [:
2

~]3 2

The cycle decompositions of the permutations <l> j are:

<1>1(1) = 1 <1>1 <1>

<1>2(1 ) 2 <1>2(2) = 3 <1>2(3) = <1>2 < 1,2,3>

<1>3(1 ) 3 <1>3(3) = 2 <1>3(2) = <1>3 <3,2,1 >

<1>4(1 ) 2 <1>4(2) = 1 <1>4 < 1,2>

<1>5(2) 3 <1>5(3) 2 <1>5 <2,3>

<1>6(1 ) 3 <1>6(3) 1 <1>6 <3,1 >

The three classes of conjugate elements of S3 are therefore given by the sets
{<1 >}, {<1,2>,<2,3>, <3,1>} and {<1,2 ,3>, <3,2,1>}.
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7.7.5 TRANSPOSITIONS

Introduction : In Section 7.7.3 , transpositions are defined as cycles of length 1.
Every element of a symmetric group can be represented as a product of transposi­
tions. The sign of a permutation is conveniently determined using transpositions.
This sign is often required in applications, for example in determining the coordi­
nates of the e-tensor in Chapter 9.

Decomposition into transpositions : Every element of a symmetric group Sn
with n ~ 2 may be represented as a product of transpositions. The permutation <P
is first canonically decomposed into cycles, that is <P = <P10...0<Pm' Then each cycle
is decomposed into transpositions as follows: <Pi =<a 1,a2,···,as> = < a1, a2> °
<a2,a3,···,as> = <a1• a2> ° <a2, a3> 0...0 <as- 1' as>'

MUltiplication by a transposition : The permutation <P in the symmetric group
Sn = S(X n) is multiplied by the transposition <a 1,b1> of the elements a1 and b,
of Xn. The difference of the lengths of the resulting permutation y = <a 1,b1>0<p
and of the permutation <P is either 1 or -1.

y = <a 1,b 1> 0<p =:> L(y) = L(<P) ± 1

Proof : Multiplication by a transposition

The permutation <p is canonically decomposed into cycles : <p = <P1 0...0<pm. The
following cases are distinguished according to the position of the elements a1, b,
in the cycles:

(1) The elements lie in the same cycle <Pi = <a1, · .. .a., b1, ... ,bs>'

[" b ,H"... ',-, ar b1 ... bS - 1 b, ]Yi = -ca., b1> ° <Pi =
b1 a1 a2 ... ar b1 b2 ... b, a1

[., ... a,_, ar b1 ... bS - 1 b,]
a2 ... ar a1 b2 ... bs b1

The length of the cycles which do not contain a1 and b, remains the same.
The length L(<Pi) = r+s-1 is replaced by the length L(Yi) = (r-1)+(s-1),
so that L(y) = L(<P) -1.
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(2) The elements a1 and b1 lie in two different cycles </>1 = < a1,....ar> and
</>2=<b1.....b, ». As demonstrated in case (1). the product </>1 ° </>2 may be
replaced by <a1.b 1> ° <a1..... a. , b, .....bs>. Then rnultiplylnq </>1 ° </>2 by the
transposition < a1•b, > yields:

<a1.b 1> 0</>1 °</>2 = <a1 .b1> 0<a1 .b1> 0<a1. ·...ar .b1 .·..,bs>
= <a1..··.ar · b1..··.bs>

The length of the cycles which do not contain a1 and b, remains the same .

L(</>l ° </>2 ) = r+s -2 and L«a1.b 1>° </>1 ° </>2 ) = r+s-1 together yields
L(y) = L(</» + 1.

(3) The element a1 lies in cycle </>1 • the element b, is a fixed point. A cycle of
length 0 is formed for the fixed point. that is </>2 = <b 1>. This case is included
in case (2) :

<a 1.b1>0</>1 °</>2 = <a1.b 1> 0<a1.b1>0<a1•·...a. , b1>
= <a 1,···.a r , b1>

(4) Both elements are fixed points. In this case the cycles </>1 = <a 1> and
</>2 = < b, > of length 0 are formed . This case is also included in case (2).

-e a. , b1>° <a 1>0<b1> = -ca..b,» ° <a 1.b1>° <a 1.b 1>
= <a 1.b 1>

Sign of a permutation : A permutation </> is said to be even if its length L(</» is
an even number. Otherwise the permutation </> is said to be odd. The number
(-1 )L(<t» is called the sign (signum , signature. parity) of the permutation </> and is
designated by sgn </>.

m
1\ L(</» = I L(</>j) => sgn</> = (-1)L( cjl)

i=l

Determination of the sign using transpositions : Let a permutation </> be the
product of s transpositions -ca., b j >. Then the permutation is even if the number
s is even. Otherwise, the permutation is odd.

</> = <a 1,b1>0 ...0 <as ' bs> => sgn </> = (_1)S

Proof : Even and odd permutations

(1) If the permutation </> is a transposition ea.b», then L(</» = 1. The permutation
</> is therefore odd , and the statement holds for s = 1.

(2) Let a permutation </> be the product of s transpositions. Multiplying </> by an
addit ional transposition leads to a permutation a which is the product of
(s + 1) transpositions. Since L(a) = L(</» ± 1. it follows that sgn a = -sgn </>.
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(3) Since a permutation with s = 1 is odd and the sign alternates for consecutive
values of s, all permutations which are the product of an odd number of
transpositions are odd . All other permutations are even.

Homomorphism of the symmetric group : The mapping sgn from the symmet­
ric group Sn to the set {-1 ,1} def ined by the sign of the permutations in Sn is a
homomorphism.

sgn : Sn --+ {-1, 1}

sgn(<I>1 0 <1>2 ) = sgn ( <I>1 ) osgn ( <I>2)

Proof: sgn is a homomorphism.

The permutations are decomposed into transpositions: <1>1 = u 1o...ouk and

<1>2 = ~1 o ...0 ~m · Then <1>1 °<1>2 = u 1o...ouk ° ~10 ...0 ~m ·

Example : Determination of the sign of a permutation

<1> = [ 1 234567]
7346152

The sign of the permutation <I> is to be determined . First the orb it of the element 1
is determined :

<1>(1) = 7 <1>(7) = 2 <1>(2) = 3 <1>(3) = 4 <1>(4) = 6 <1>(6) = 5 <1>(5) = 1

The canonical decomposition of <I> is the cycle < 7,2,3,4,6 ,5, 1 >. Hence a decom­
position of <I> into transpositions is given by <I> = < 7,2 > 0< 2,3> 0< 3,4> 0< 4,6> 0
< 6,5> 0< 5,1 >. Since the number6 of transpositions is even , the sign of <I> is 1. The
permutation <I> is even .
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7.7.6 SUBGROUPS OF A SYMMETRIC GROUP

Subgroups of a symmetric group : Let Sm = S(Xm) bea symmetricgroup.For
a subset Xn~ Xm' a subset Snc Sm is formed. The subset Sncontainseveryper­
mutation <I> from Sm for which every element of the difference Xm- Xn is a fixed
point. The permutations in Sn form a subgroup of Sm'

Order of permutation groups : The order of the symmetricgroup Sn is given
by the factorial n! . The index of the group Sn in the group Sn+1 is n + 1.

Proof : The order of permutation groups

(1) The left cosets of the subgroup Sn in the permutation group Sn+l are:

<l>aoSn={<I>ESn+1 I<1>a 0<l>n=<I> f\ <l>nESn}

To determine these cosets, consider permutations <l>a E Sn+1 which inter­
changeanelement a E{1 ,...,n + 1}withtheelementn + 1. Inthespecialcase
a = n + 1, the permutation <l>a is the identity mapping in Sn+1'

[
a n + 1]

<l>a:= n + 1 a a = 1,...,n + 1

The coset <l>a oSn containsexactly those permutations <I> E Sn+1 which map
the element n + 1 to the element a. Infact, if <I> is an elementof <l>a °Sn' then
<l>n E Sn implies :

<I>(n + 1) = <l>a0<l>n(n + 1) = <l>a(n+ 1) = a

Conversely, <I>(n + 1) = a implies :

<l>a0<l>(n+1) = <I>a(a) =n+1 = <l>a 0<l> ESn

Thus <I>a° <I> = <l>n E Sn, and hence <I> = <I>;l o<l>n = <l>a0<l>n ·Thusthen+1
left cosets <l>a °Sn forma partitionof Sn+r: The indexof Sn in Sn+1is there­
fore n + 1.

(2) Lagrange'sTheorem yields ord Sn+1 = (n + 1) •ord Sn' It follows by induc­
tion that ord Sn = n! .

Alternating groups : The even permutations in a symmetric group Sn form a
subgroupof Sn' This subgroup is called the alternating group of degree n and is
designated by An or by A(Xn).
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Proof : Group properties of An

(1) The ident ity mapping is even and is therefore conta ined in An.

(2) The product of two even permutations is an even permutation and is there­
fore contained in An.

(3) The inverse of an even permutation is an even permutation and is therefore
conta ined in An.

<l> o<l>-1 = 1A = sgn <I>·sgn <1>-1 = sgn1 A=1

= sgn <I> = sgn <1>-1

Properties of the alternating groups :

(A1) The alternating group An is a normal subgroup in Sn'

(A2) For n ;::: 2, the index of the alternating group An in the symmetric group Sn is
2 and the order of An is ~ n!.

(A3) For n ;::: 4, the group An is non-abel ian.

(A4) For n ;::: 3, every element of An may be represented as a product of three­
cycles.

(A5) The alternating group An is the commutator subgroup of the symmetric group
Sn defined in Section 7.8.2. Hence An is a characteristic subgroup of Sn'

(A6) For n ;::: 5, the three-cycles in An form a class of conjugate elements.

(A7) For n ;::: 5, the group An is simple: It contains no proper subgroup which is
a normal subgroup of An.

Proof : Properties of the alternating groups

(A1) Since sgn is a homomorphism, sgn(s oa os-1) = sgn s e sgn a e sqn S-1 =
sgn a for arbitrary elements a E An and s E Sn' The transformed element
s e a c s'" is therefore an element of An. Hence An is a normal subgroup in Sn'

(A2) Every even permutation is an element of An. Multiplying by the identity map­
ping <1> does not change the sign of a permutation. Hence the left coset
<1>0 An contains all even permutations in Sn'

Multiplicat ion by the transposition <1,2> is admissible for n ;::: 2 and changes
the sign of every permutation. Let the permutation rn in Sn be odd. Then
<I> = <1,2> 0w is an element of An. But <I> = <1,2> 0ro implies w= <1,2> 0<1>.
Hence the left coset <1,2> 0 An contains all odd permutations in Sn'

Every permutation in Sn is either even or odd. Thus the classes <1> 0 An and
<1,2> 0 An form a partition of Sn' Hence the index of An in Sn is 2. Since
ord Sn = n! , it follows that ord An = ~ n! .
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(A3) If n ~ 4, the group An contains the cycles <j> = <1,2,3>, <0 = <1,2,4> and y =

<2,4,3>. The transformation uic <j> ° <0- 1 = <<0(1), <0(2) , <0(3» = <2,4 ,3> = Y
yields<o o<j> = <1 ,2,4> 0<1 ,2,3> = <2,4 ,3> 0<1 ,2,4> ~ <j> o<o. Hence Anis
non-abelian.

(A4) Every element <j> of An is an even permutation and therefore the product of
an even number of transpositions <O J' For any combination of elements
a ~ b ~ c ~ d from Xn, the product of two transpositions is equal to a product
of three-cycles. Hence <j> is a product of three -cycles:

<j> = (<01 °<02) 0(<03°<04) 0...

-ca.b s e-ca. b»

-ca.bc-e-cb.c» -eb.c.a»

<1>

-ca.b.c»

<a,b> o<c,d> <a,b>o<b,c> o<b,c> o<c,d>

<a,b,c> o<b,c,d>

(A5) In the symmetric groups S1 and S2' the commutators <j> 0<0 0 <j>-l o<o-l yield

only the identity element <1 > : The assertion is true for n = 1, 2. For n ~ 3,
every three-cycle is a commutator in Sn' To prove this, one makes use of the
equation <a,b>2 = <1>, that is -ea.t» = -ca.b» -1 :

-ca.b.c» -ca.c.bc-e-ca.c .b»

-ea.cs e-e c .t» e-ea .c » e-c c .b c-

-ca.cc-e-cc.bc- e-ca.c» -1 o<C,b> - l

Since every permutation <j> E An may be represented as a product of three­
cycles and every three-cycle may be represented as a commutator, every
permutation <j> E An is a product of commutators and hence an element of the

commutator group K of Sn ' Thus An l;;; K. Since An is a normal subgroup in
Sn and Sn / An is abelian, by property (K2) of commutator subgroups in
Section 7.8 .2 K is a subset of An, that is K l;;; An. Hence An l;;; K l;;; An, and

therefore K = An.

Proof A6 : For n ~ 5, the three-cycles in An form a class of conjugate elements.

(1) In Section 7.7.4, it is proved that two permutations are conjugate in Sn if and
only iftheyaresimilar.The three-cycles <j> = < a1,a2,a3»and v = < b1, b2,b3>
are similar and therefore conjugate in Sn. It is to be shown that <j> and y are

also conjugate in An.

For the elements <j> and y conjugate in Sn, there is a permutation <0 1 E Sn
such that <0 1o<j>O<01"l = y. For n ~ 5, there is a transposition -cc.ds in Sn such
that the ranges {a 1,a2,a3} of <j> and {c,d} of -cc.d» are disjoint.
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Hence the permutations <j> and -cc.d» commute. For the permutation defined
by 0}2 := 0}1e-cc .d» , this leads to 0}20<j>00}21= 0}1o<c,d>o<j>o<c,d>-10 0}"11=

0}1 0 <j> 00}"11= y. Since either 0}1 or 0}2 is an even permutation, <j> and y are
conjugate elements of An.

(2) If the permutation y is a three-cycle and the permutation <j> is not, then the
permutations are not similar, and hence not conjugate in Sn. Thus <j> is not
an element of the class [y]. The class [y] contains only three-cycles.

Proof A7 : The alternating group An with n ~ 5 is simple.

Property (A4) of An shows that every element of Anwith n ~ 5 can be represented
as a product of three-cycles. In the following it is shown that a normal subgroup
N ;z! {1} of Ancontains all three-cycles of Sn' Hence N contains all elements of An.
Since N = An, the group An is simple.

(1) The commutator k = <j> 00} 0<j>-1 00}-1 of a three-cycle o}EAn and a permuta­
tion <j> EN is an element of N. In fact, together with <j> the group N also contains
the inverse <j>-1. It follows from O} oN = NoO} that 0} 0<j>- 100}- 1E N. Since the
group N contains the elements <j> and 0} 0<j>-100}-1, it also contains their
product k = <j> 00} 0<j>-100}-1 .

(2) N is shown to contain a three-cycle. Every permutation <j> EN with <j>;z! i is
even and therefore the product of at least two different transpositions. Hence
at least three elements a.b.c are not fixed points of <j>.

If <j> contains exactly three elements which are not fixed points, then <j> is itself
a three-cycle -ca.b.c» , If <j> contains more than three elements which are not
fixed points, <j> is canonically decomposed into cycles. For each of the
possible arrangements of the elements a,b,c in the cycles of the canonical
decomposition of <j> it is shown that for a suitable choice of the three-cycle
0} the commutator k = <j> 00} 0<j>-100}- 1 is either a three-cycle or may be used
to construct a commutator which is a three-cycle. By (1), this commutator is
an element of N.

(2a) A cycle with more than three elements : <j> = -ca.b.c.d...>
Choose 0} = -ca.b.c-, so that <j> 00} 0<j>-1 = «b.c.d»
k = -cb.c.dse-cc.b.a » = -cd.b» o<b,c>o<c,b>o <b,a> = «d.b.a»
Thus k is a three-cycle in N.

(2b) A cycle with three elements : <j> = -ca.b.cc-c-cd.e.. .,>
Choose 0} = -ca.b.d», so that <j> 00} 0<j>-1 = -cb.c.e»
k = -eb.c.e»o<d,b,a> = «c.e .o.a.d» E N
A three-cycle in N is constructed from k using (2a).
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(2c) There are only cycles with two elements: <\> = <a,b >°-cc.d> 0 ...
Case 1 : There is a fixed point <\>(e) = e
Choose 0)= -ca.c.e», so that <\> 00)0<\>- 1= -cb.d.e»
k = -cb.d.e s c-c e.c.a c- = -eb.d.e.c.a» E N
A three-cycle in N is constructed from k using (2a) .

Case 2: There is an element e with <\>(e) ;c e and e;c a.b.c.d
Choose 0)= -ca.c.ec-, so that <\> 00)0<\>-1 = <b,d,<\>(e»

k = <b ,d,<\>(e» o<e,c,a> E N
A three-cycle in N is constructed from k using (2b).

(3) Let the three-cycle in N determined in (2) be y. By property (A5) , An is a

characteristic subgroup of Sn ' The normal subgroup N of An is therefore also
a normal subgroup of Sn' Since y is an element of N, it follows that N
contains all elements of Sn conjugate to y :

N = (~oy o~-l I ~ESn}
By property (A6), the three-cycles in An form a class of conjugate elements
for n 2: 5. Since y E N is a three-cycle, the class N of the elements conjugate
to y conta ins all three-cycles of Sn and hence by (A4) all elements of An.

Example 5 : Isomorphism of the symmetry group of the triangle with S3

The symmetry group of the equilateral triangle described in Example 1 of Section
7.3.2 is isomorphic to the symmetric group S3' The elements {a o,...,a5 } of the
symmetry group are mapped to the permutations {Po,...,P5} of Example 1 in
Section 7.3 .1. The product tables of the symmetry group and the symmetric group
coincide if the covering operation a j is mapped to the permutation Pi '

Example 6 : Isomorphism of the symmetry group of the tetrahedron with A4
The symmetry group of the regular tetrahedron described in Example 2 of Sect ion
7.3.2 is isomorphic to the alternating group A4. Hence the symmetry group con­
tains only even permutations. This is due to the fact that the odd permutations in
the symmetry group S4 cannot be carried out physically with the three-dimensional

tetrahedron as a solid in three-dimensional space.
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7.7.7 GROUP STRUCTURE OF THE SYMMETRIC GROUP S4

Introduction : The symmetric group S4contains the 24 permutations of the set
of numbers {1, 2, 3, 4}. All subgroups of S4are determined in this section. For this
purpose, the product table of S4 is constructed. Then the cyclic subgroups of S4
generated by one element are determined. With the generating elementsof these
subgroups,subgroupsof S4with two generatingelementsare determined.Finally,
the chains formed by the subgroups are studied.

Construction of the product table : In the following, the permutations in the
symmetric group S4 are represented in a simplified form; the upper row of the
scheme defined in Section 7.3 .1 is omitted and replaced by a grid.

<1>1=~ <1>7 =13 11 14 [~ <1>13 = CililiIiJ <l>19=~

<l>2=0ili:E] <1>8 =1 3
1
4

1
2 OJ <l>14=~ <1>20 = 13 I 2 i 1 8]

<l>3=~ <1>9 =1 2 11 1 4 0 <l>15=~ <1>21 = 1 4 1 2 1 3 OJ
<1>4 =1 4 1 1 121 3 1 <1>10=[4 13 1 1 [2] <1>16 =1 4 11 131 2 1 <1>22 =1 1 13

1
2151

<1>5 = 12 I4 11 I31 <l>11=~ <1>17 =1 2 13 11 0 <1>23 = 11 I4 I 3 I2 I
<1>6 = 14 13 I2 11I <1>12 =1 1 14 1 2 13 1 <1> 18 =1 3 1 1 12 0 <1>24 = 11 12 I4 13 I
The inner operation <l>i o<l>m on the permutations is composition. It leads to the
product table for the group (S4; 0) shown below. Often only the indices of the
permutations are shown in the following, such as i instead of <l> i'

Determination of the cyclic subgroups : For every element <l>i of S4' the cyclic
subgroup is determined using the product table, for example :

{<I>1 }

{<I>1' <1>2' <1>3 ' <l>4}

gp(<I>3) = {<I>1,<I>3}

gp(<I>4) = {<I>1' <1>2' <1>3' <l>4}

The exampleshows that different elements (in this case <1>2 and <1>4) may generate
the same subgroup. The generating element of a subgroup may also occur in a
different group (in this case <1>3)' but in the group {<I>1' <1>2' <1>3' <l>4} it is not a
generating element! In the following, the subgroups are compiled according to
their order and identified by designations such as E1, Zi' Dmand Vn .
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

1 2 3 4 5 6 7 8 I 9 10 11 112 13 14 15 116 17 18 19 120121 22 23 124

2 3 ~ 1 18 23 1 14 16 120 12 5 !19 10 '22 7 24 8 121 13 16 111 15 9 17
• L j •

I~~ 10t~k ~ 7 '203 4 1 2 21 9 22 24 6 19 18 13 12 15 14 17 8.- 1- ' - - . -
4 1 2 3 11 20 115 17 23 113 21 10 19 , 7 22 18 24 15 12 9 18 14 6 16

5 16 22 13

l~
11+21 '18 19 2 23 8 10 20 4 24 14 "t3 9."j"- -

6 20 9 23 7 15 19 3 24 14 16 17 j!.! 18 12 13 15 8 2 22 21 4 10
- - ,-

8 f 20
• I _

7 12 21 17 1 15 6 14 ,22 15 4 19 24 2 23 10 11 , 161 9 , 3 13 18

8 14. 19111 16 24 17

*#
201 7 5 ' 23 4 22 2~+ 2 6 L15 " 113 18~t

9 23 6 20 1~21 10 1 8 ~ 1~ 16 18 11 13 12t ~ ~0- 7 5 2 19
- - ---l- 1- ' -

10 18 24 15 13 19 "12 189 4 21 22 12 20 5 7 23 3 111 17 116 14 6

11
8 .

14 119 20 115 4 21 11~l5 12 1
6 f 7

13 9 3 116 7 I 10 1 2 ' 23 24 122

1Oj,3 19
-

14 f 9 4 • 5 8 t24 •22 i2312 21 17 1 2 , 16 20 1 11 15 3 6 18

13 5 16 22 19 12 10 4 17 123 3 18

~
9 11 1 ~6 2 21 24 18 7 20

- -~

15 17
--+- -j +--

14 19 11 8 2 118 23 22 16 6 1 13 17 '3 9 12 5 24 12014 10 21

15~ 1824 4 11 20 7 14
1
22 17 9 3

1112
16 ~1 6 13 21 8 123 j 2 19 5

,- - .
23 ' 7 119110; 21 416 22 13 5 24 17 8 20 12 2 6 14 18 9 1 15 11 3

17 7 12 21 8 16 24 23 13 4 9 15 11 1 6 3 14 18 1 20 22 110f9 5 2
1- - ,- - - 1- - -, ~ . -

18 24 15 10 23 14 2 5 111 21 13 3 9 16 12 1 6 1 17 22 19 4 20 8 7

19 11 8 14 12 '10 13 3 24 16 2 5 7 4 23 '21 22 120 1 18 161* 15 9
1- -

122116 24 121
19 122 1 2 ~~ 18,3 . 1320 9 23 6 15 4 11 7 8 re1-

21 17 7 12
9 ~tf

18 5 11 10 4 20 24

*
2 8 15 13 1 6 16 14- ,- I-

~p,;ffii122 13 5 16 3 21 9 15 7 14 24 23 2 10 ~~-

~:N 13 1 4 17
-'--

23 6;,[20 9 22 24 8 5 21 19
1~7

16 3 15 11 1 12,- ,- - 'gl14 13 12 111 124 15 10 18 17 8 16 6 i 19 3 23 22 21 20 2 7 5 4

product table for the symmetric group 8 4
(row <Pi' column <Pm ; result <Pi 0<Pm)
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Cyclic subgroups of 54 :

order 1 : I= gp(1)

CDI
order 2 : Z1 = gp(3) Z4 = gp(19) Z7 = gp(22)

Z2 = gp(6) Z5 = gp(20) Za = gp(23)

Zs = gp(9) Z6 = gp(21) Zg = gp(24)

1 3 1 19 1 22

1Hfr] 1~ 1~
3 3 1 Z1 19 19 1 Z 22 22 1 Z7

4

1 6 1 20 1 23

1~ 1~ 1~
6 6 1 1 Z2 20 20 1 Z 23 23 1 Za

5

1 9 1 21 1 24

1[ffi] 1~ 1~
9 9 1 z, 21 21 1 Z 24 24 1 Z

6 9

order 3 : 01 = gp(11) Os = gp(15)

02 = gp(13) 04 = gp(17)

1 11 12 1 15 16

order 4 :

11

12

1

13

14

1 11 12

11 12 1

12 1 11

1 13 14

1 13 14

13 14 1

14 1 13

V1 = gp(2)

1 2 3 4

15

16

1

17

18

1 15 16

15 16 1

16 1 15

1 17 18

1 17 18

17 18 1

18 1 17

V2 = gp(5)

1 5 6 7

Vs = gp(8)

1 8 9 10

1

2

3

4

1 2 3 4

2 3 4 1

3 4 1 2

4 1 2 3

1

5

6

7

1 5 6 7

5 6 7 1

6 7 1 5

7 1 5 6

1

8

9

10

1 8 9 10

8 9 10 1

9 10 1 8

10 1 8 9
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Determination of the subgroups with two generating elements: None of the
elements of 84generates the entire group 84 : The symmetric group of degree 4
is not cyclic. Each of the cyclic subgroups of 84 has a generating element. This
is generally not unique. For example, V1 is generated by <1>2 and by <1>4' The ele­

ments E = {<I>2' <1>3' <1>5 ' <1>6' <1>8 ' <1>9' <I> 11 ' <1>13' <1>15' <I> 17' <I> 19 to <l>24} are chosen for the
following investigation.

The generating elements of a group gp(<I>i ,<I>m) with two generating elements be­
long to different cyclic subgroups. In order to determine the subgroups with two
generating elements,all pairs (<I>j ,<I>m) E Ex E with i ~ m are considered. Some of
these pairs generate the entire group 84, Other pairs generate subgroups of 84,
The designations of the generated subgroups are shown in the matrix below.

Some generating elements of cyclic subgroups are also non-generatingelements
of other cyclic subgroups. For example, the generating element <1>3 of Z1 = gp(3)
is also a non-generatingelement of V1 = gp(2). The groups V l ' V2' V3 therefore
occur in the matrix, even though they are generated by a single element.

(4) (7) (10) (12) (14)(16) (18)
2 3 5 6 8 9 11 13 15 17 19 20 21 22 23 24

(4) 2

3

(7) 5

6

(10) 8

9

(12) 11

(1 4) 13

(16) 15

(18) 17

19

20

21

22

23

24

v , I • HI • HI •I•.• • • Hl I . • HII•
VI H2 V4 H31V4 A4 A4 A4 A4 H3 !v5 1H2 H21V5 H3I _
• H2 V2 • I H2 ·1• . • • • I • H2 H2 1. •

HI V4 V2
H

3
1V4- A4 I A4 A4 A4 H31H1 : V6 : V; 'H I • H3I .

• H3 • H3
I V

3 • • • • H3 1· • • • H3

v31
I • I ;"

HI V4 H2 V4 A4 A4 A4, A4 v7 1Hl H2 H2 HI V7

• A4 • A4 • A4 I A4 A4 A4 • j • t • • x, !X~~-

• A4 • A4 • A4 A4 1 A4 A4 • I X2 X2 • • X2

• A4 • A4 • A4 A4 A4 A4 x3 1 • X3 • X3 •
- -r-----

x4 : X4• A4 • A4I • A4 A4 A4 1 A4 • X4 • •
•1H3 . •

H3 H3 V7 -,r .x· t X3 . x4jX3 . V7

H' )V' _ H, _ H, • X2 • X4 X4 X2 X4 V5 X2
, . + ---=- . 1

• H2 H2 V6 • H2 • X2 X3 • X3 . X2 I V6 X~2

• H2~_H2 i ~6_~~ H2

. .
Xl • • X4 X4 X4 V6 Xl Xl

1-

H, v, -1H, - H, Xl • X3 • X3 V5 X3 Xl Xl

V7 'X21X2
~

• H3 I • H3 1 H3 V7 Xl X2 · 1• Xl Xl

designations of the generated groups gp(<l>j ' <l>m)
• complete permutation group 8 4 generated
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Subgroups of S4 with two generating elements:

order 12: A4 = gp(11,13)

1 3 6 9 11 12 13 14 15 16 17 18

443

1

3

6

9

11

12

13

14

15

16

17

18

1 3 6 9 11 12 13 14 15 16 17 18

3 1 9 6 18 13 12 15 14 17 16 11

6 9 1 3 14 16 17 11 18 12 13 15

9 6 3 1 15 17 16 18 11 13 12 14

11 14 15 18 12 1 6 17 13 9 3 16

12 17 13 16 1 11 15 3 6 18 14 9

13 16 12 17 3 18 14 1 9 11 15 6

14 11 18 15 16 6 1 13 17 3 9 12

15 18 11 14 17 9 3 12 16 1 6 13

16 13 17 12 6 14 18 9 1 15 11 3

17 12 16 13 9 15 11 6 3 14 18 1

18 15 14 11 13 3 9 16 12 6 1 17

order 8 H1 = gp(2,6) H2 = gp(5,9) H3 = gp(3,8)

2

3

4

6

9

20

23

3

6

8

9

10

19

24

2 3 4 6 9 20 23

1 2 3 4 6 9 20 23

2 3 4 1 23 20 6 9

3 4 1 2 9 6 23 20

4 1 2 3 20 23 9 6

6 20 9 23 1 3 2 4

9 23 6 20 3 1 4 2

20 9 23 6 4 2 1 3

23 6 20 9 2 4 3 1

1 3 6 8 9 10 19 24

1 3 6 8 9 10 19 24

3 1 9 24 6 19 10 8

6 9 1 19 3 24 8 10

8 19 24 9 10 1 6 3

9 6 3 10 1 8 24 19

10 24 19 1 8 9 3 6

19 8 10 3 24 6 1 9

24 10 8 6 19 3 9 1

1

3

5

6

7

9

21

22

1 3 5 6 7 9 21 22

1 3 5 6 7 9 21 22

3 1 21 9 22 6 5 7

5 22 6 7 1 21 3 9

6 9 7 1 5 3 22 21

7 21 1 5 6 22 9 3

9 6 22 3 21 1 7 5

21 7 9 22 3 5 1 6

22 5 3 21 9 7 6 1
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order 6 :

order 4 :

1

11

12

22

23

24

1

15

16

19

21

23

Xl = gp(11,22)

X3 = gp(15 ,19)

1 11 12 22 23 24

1 11 12 22 23 24

11 12 1 23 24 22

12 1 11 24 22 23

22 24 23 1 12 11

23 22 24 11 1 12

24 23 22 12 11 1

1 15 16 19 21 23

1 15 16 19 21 23

15 16 1 21 23 19

16 1 15 23 19 21

19 23 21 1 16 15

21 19 23 15 1 16

23 21 19 16 15 1

V4 = gp(3 ,6)

V6 = gp(6 ,21)

1 3 6 9

1

13

14

20

21

24

1

17

18

19

20

22

X2 = gp(13,24)

X4 = gp(17,19)

1 13 14 20 21 24

1 13 14 20 21 24

13 14 1 21 24 20

14 1 13 24 20 21

20 24 21 1 14 13

21 20 24 13 1 14

24 21 20 14 13 1

1 17 18 19 20 22

1 17 18 19 20 22

17 18 1 20 22 19

18 1 17 22 19 20

19 22 20 1 18 17

20 19 22 17 1 18

22 20 19 18 17 1

V5 = gp(3 ,20)

V7 = gp(9 ,19)

1 3 20 23

1

3

6

9

1

6

21

22

1 3 6 9

3 1 9 6

6 9 1 3

9 6 3 1

1 6 21 22

1 6 21 22

6 1 22 21

21 22 1 6

22 21 6 1

1

3

20

23

1

9

19

24

1 3 20 23

3 1 23 20

20 23 1 3

23 20 3 1

1 9 19 24

1 9 19 24

9 1 24 19

19 24 1 9

24 19 9 1
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More than two generating elements : Groups with three generating elements
contain the generating elements of one of the groups gp(x ,y) with two generating
elements which have already been determined, and an additional generating ele­
ment of a cyclic group which is not contained in gp(x,y). If one of the groups A4,
Hi or Xi is chosen for gp(x,y) then the entire symmetric group S4 is generated. If
one of the groups V4'00" V7 is chosen for gp(x,y), then one of the groups A4 or Hi
is generated. These can, however, already be generated with two elements. Thus
all subgroups of S4 can be generated with two elements.

Isomorphism between the subgroups :

The subgroups of order 8 are isomorphic. The follow ing isomorphisms serve to
prove this:

The isomorphism of the other groups which are generated by at least 2 elements
is demonstrated analogously:

x, "" X2 "" X3 "" X4

V4 "" Vs "" V6 "" V7

According to Section 7.5.4, the cyclic subgroups of equal order are isomorphic:

V1 "" V2 "" V3

01 "" °2 "" °3 "" 04

Zl "" 00. ""Zg

The cyclic groups of order 4 and the groups of order 4 generated by two elements
are, however, not isomorph ic. This is shown in Example 1 of Section 7.5.3.
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Canonical decomposition of the permutations in S4 : The relationships be­
tween the group 8 4 and its subgroups are studied by canonical decomposition of
the permutations in 8 4 . The decomposition leads to the following subsets of 8 4 :

(a) The identity permutation <1>1 = <1>

(b) 8ixtwo-cycles can be formed on the set X4 = {1 ,2, 3, 4}. Each of these cycles
is the canonical decomposition of an element of 8 4 :

<1>19 = <1 ,2> <1>21 = <1 ,4> <1>23 = <2,4>

<1>20 = < 1,3 > <1>22 = < 2,3> <1>24 = < 3,4 >

(c) Three pairs of two-cycles with disjoint ranges can be formed on the set X4.

Each of these pairs is the canonical decomposition of an element of 8 4 :

<1>3 < 1,3> 0 <2,4>

<1>6 < 1,4> 0 < 2,3 >

<1>9 <1 ,2>0<3,4>

(d) Eight three-cycles can be formed on the set X4 . Each of these three-cycles
is the canonical decomposition of an element of 8 4 . The elements form pairs
of inverses.

<1>11 <2,3,4> <1>12 <2,4,3> <1>11 0<1>12 <1>1

<1>13 <1 ,3,4> <1>14 <1,4,3> <1>13 0<1>14 <1>1

<1>15 < 1,2,4 > <1>16 <1,4,2> <1>15 0<1>16 <1>1

<1>17 < 1,2,3> <1>18 <1,3,2> <1>17 0 <1>18 <1>1

(e) The canonical decompositions of the remaining six elements of 84 are four-
cycles. They form pairs of inverses.

<1>2 <1,2,3,4> <1>4 <1,4,3,2> <1>2 0<1>4 <1>1

<1>5 <2,4,3 ,1> <1>7 <1 ,3,4,2> <1>5 0<1>7 <1>1

<1>8 <1,3,2 ,4> <1>10 <4,2,3,1> <1>8 0<1>10 <1>1
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The subgroups of 8 4 are formed from these subsets as follows:

Zl - Z3 one element from (c) and <1>1

Z4 - Z9 one element from (b) and <1>1

01 - °4 : two mutually inverse elements from (d) and <1>1

V1 - V3 : two mutually inverse elements from (e), the square of one of these
elements (the squares of the elements are equal) and <1>1

the elements in (c) and <1>1

all compositions of the cycles which occur as a pair of (c)

V5 : <1>1 = <1,3>0<1,3> <2,4> 0<2,4>

<1>3 = < 1,3 > 0 < 2,4 > <1>20 = < 1,3> <1>23 = <2,4>

V6 : <1>1 = <1 ,4>0<1,4> <2,3>0<2,3>

<1>6 = <1 ,4>0<2,3> <1>21 = < 1,4 > <1>22 = <2,3>

V7 : <1>1 = <1,2>0<1,2> < 3,4> 0 < 3,4>

<1>9 = < 1,2> 0 < 3,4 > <1>19 = <1,2> <1>24 = <3,4>

H1- H3 : the group V4= {<I>1 ' <1>3' <1>6' <l>9}' two mutually inverse elements from
(e) and both of the two-cycles from (b) which do not occur as transposi­
tions in the elements from (e) :

H1 : <1>2 = <1>41 = <1,2,3,4> = <1,2>0<2,3>0<3,4> 0<4,1>

<1>20 = < 1,3 > <1>23 = < 2,4 >

H2 : <1>5 = <1>71 = <1,2,4,3> = <1,2> 0<2,4> 0<4,3> 0<3,1>

<1>21 = < 1,4> <1>22 = < 2,3 >

H3 : <1>8 = <1>1"6 = <1,3,2,4> = <1,3>0<3,2> 0<2,4> 0<4,1>

<1>19 = <1,2> <1>24 = <3,4>

A4 All elements from (c) and (d) and <1>1 . These are the even permutations.

The analysis of the permutations by canonical decomposition shows that isomor­
phic subgroups may bear different relationships to 8 4. Although V4 is isomorphic
to V5' V6 and V7' the role played by V4 in 8 4 differs from the role played by V5' V6

and V7 . The significance of this difference becomes apparent in the study of the
normal subgroups in the following section: The four-group V4 is a normal subgroup
in 8 4, while the groups V5' V6 and V7 are not.
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Compilation of the subgroups : All subgroups of the symmetric group 8 4 are
compiled in the following. The symbol. indicates that the element associated with
that column is contained in the group.

Name 1 2 13 14 15 6 7 8 9 10 11 12113 14 15 16117118 19 20121 22 23 24
S4 • • • · 1· • · 1· 1· • • • • • • • · 1· • · 1· • • •
A4 • • I · · 1 • • • · 1· • • • I
H1 • • • • • • • •
H2 • • • • • • • •
H3 • • • • • • • •
X1 • • • • • •
X2 • • • • • •
X3 • • • • • •
X4 • • • • • •
V4 • • • · 1 I I
Vs • • I • •
Vs • • • •
V7 • • • •
V1 • • • •
V2 • • • •
V3 • • • •
°1 • • •
°2 • • •
°3 • • •
°4 • • •
Z1 • •
Z2 • •
Z3 • I •
Z4 • •
Zs • •
Zs • •
Z7 • •
Za • •
Zg • •
I • I I I I
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Chains of subgroups in 54 : some of the subgroups of 8 4 are contained in
other subgroups . The chains of subgroups in 8 4 are listed in the following :

8 4 :::> A4 :::> V4 :::> (Z, == Z2 == Z3) :::> I

84 :::> A4 :::> (01 == 02 == 03 == °4) :::> I

84 :::> H1 :::> V1 :::> Z, :::> I

8 4 :::> H2 :::> V2 :::> Z2 :::> I

84 :::> H3 :::> V3 :::> Z3 :::> I

8 4 :::> (H 1 == H2 == H3) :::> V4 :::> (Z, == Z2 == Z3) :::> I

84 :::> H1 :::> Vs :::> z, :::> I

84 :::> H2 :::> V6 :::> Z2 :::> I

84 :::> H3 :::> V7 :::> Z3 :::> I

84 :::> Xl :::> 01 :::> I

8 4 :::> X2 :::> °2 :::> I

84 :::> X3 :::> °3 :::> I

84 :::> X4 :::> °4 :::> I

84 :::> Xl :::> (Z7 == Za == Zg) :::> I

84 :::> X2 :::> (Zs == Z6 == Zg) :::> I

84 :::> X3 :::> (Z4 == Z6 == Za) :::> I

84 :::> X4 :::> (Z4 == Zs == Z7) :::> I

Notes:

(1) The intersect ion of two subgroups of 8 4 is a subgroup of 8 4 , for example :

A4 n H1 = V4 H1 n H2 = V4

A4 n Xl = 01 H1 n Xl = Za

A4 n V1 = Z, H1 n V2 = Z2

(2) The order 24 of 8 4 contains the proper divisors 2, 3, 4, 6,8, 12, and the group
84 contains subgroups of these orders. The order 12 of A4 contains the
proper divisors 2,3,4,6, but the group A4 does not contain a subgroup of
order 6.
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7.7.8 CLASS STRUCTURE OF THE SYMMETRIC GROUP S4

Normal subgroups : The group structure of the symmetric group 84 shows that
there are subgroups of 84which are also subgroups of other subgroups of 84, Ex­
amples are furnished by the chains 84 ::J A4::J V4::J Zl ::J I , 84 ::J H1 ::J Vs::JZ. ::J I,
84 ::J Xl ::J Z7::J 1.For each subgroup U, the left and right cosets may be formed in
every subgroup of 84 which conta ins U. The normal subgroups (subgroups with
identical left and right cosets) are of special importance for the class structure of
84, Some of the normal subgroups are determined in the following. All normal sub­
groups are compiled in the subsequent table. The subgroups which are not normal
are also shown .

A4 <l 84 1 0A4 {1 ,3,6,9, 11, 12, 13, 14, 15, 16, 17, 18} = A4 01 = [1]

2 0A 4 {2 ,4,5,7,8, 10, 19,20,21,22,23,24} = A402 = [2]

V4 <l 84 1 0V4 {1, 3,6,9 } V401 = [1]

2 0V 4 {2,4,20,23} V402 = [2]

5 0V4 {5,7,21 ,22} V405 = [5]

8 0V4 {8,10,19,24} V408 = [8]

11 oV4 {11, 14, 15, 18} V4011 = [11]

12 0V4 {12, 13, 16, 17} V4012 = [12]

V4 <l A4 10V4 {1 , 3, 6, 9} V401 = [1]

11 0V4 {11, 14, 15, 18} V4 011 = [11]

120V4 {12, 13,16, 17} V4012 = [12]

Z. <J H1 1 0Z 1 {1 , 3} = Zl 01 [1]

2 0Z 1 {2,4} Z1020 = [2]

6 0Z 1 {6,9} Z106 = [6]

200Z 1 {20,23} = Z. 020 = [20]

Z, <J V4 1 0Z 1 {1, 3} = Zl 01 [1]

6 0Z 1 {6,9} = Zl 06 [6]

Z1 <J V1 1 0Z 1 {1, 3} = Z1 01 [1]

2 0Z 1 {2,4} = Zl 02 [2]

Vs <J H1 1 oVs = 1, 3 ,20,23} Vs01 = [1]

2 0V s 2, 4, 6, 9} Vs02 = [2]

01 <J x, 1 0°1 { 1,11,12} °1 01 = [1]

22 0°1 {22 , 23, 24 } °1022 = [22]
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Subgroups form a chain of normal subgroups if every subgroup in the chain is a
normal subgroup in every subgroup to its right. The following chains of normal sub­
groups are contained in the table of normal subgroups:

I <l V4 <l A4 <l S4

I <l Z1 <l V5<l H1
I <l Z2 <l V6 <l H2
I <l Z3 <l V7 <l H3
I <lV1<lH1
I <l V2 <l H2
I <lV3<lH3
I <lV4<lH1
I <l V4 <l H2
I <l V4 <l H3
I <l Z1 <l V 1

I <l Z2 <l V2

I <l Z3 <l V3

I <l Z1 <l V4

I <l Z2 <l V4

I <l Z3 <l V4

I <l Z5 <l V5

I <l Za <l V5

I <l Z6 <l V6

I <l Z7 <l V6

l o Z4 <l V7

I <l Zg <l V7

I <l °1 <l X 1
I <l 02 <l X2
I <l 03 <l X3

I <l °4 <l X4

Notes:
(1) The cha in I <l V4<l A4<l S4 of normal subgroups does not contain the normal

subgroup Z1 of V4' since Z 1 is not a normal subgroup of A4 and of S4. This
is explained in Section 7.5.4 (Example 3).

(2) The chain I <l V4 <l A4<l S4 of normal subgroups ends with the entire group

S4. The group A4 is called the alternating subgroup of S4. The subgroup V4
is called Klein's four-group. The significance of the chain I <l V4 <l A4<l S4 of
normal subgroups is studied in Section 7.8.

(3) The chains of normal subgroups ending in V4 cannot be continued to A4 or
S4 since Zj is not a normal subgroup of A4or S4. The other chains of normal

subgroups end with Hj , Xi ' V1-3 or V5-7 because these subgroups are not
normal subgroups of S4.

(4) The intersection of two normal subgroups of a group is a normal subgroup

of the group. For example, H1 contains the normal subgroups V l ' V4' V5'

Z1 and l. The intersections of these normal subgroups yield:

V 1nV4 = V 1nV5 = V 1nZ1 = V4nV5 = V4nZ1 = V5nZ1 = Z 1<lH 1

(5) The intersection of a normal subgroup of S4 and a subgroup U of S4 is a
normal subgroup of U, for example:

A4 nX1 = 01 = 01 <l X1
A4 nV5 = Z 1 = Z1 <l V5
A4nV1=Z1 = Z 1 <lV1
V4 nV5 = Z1 = Z 1 <l V5
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<J S A H X V V V D Z Z

2 13 1 12 13 14
[

4 4 1 2 3 1 2 3 4 1 4 5 6 7 1 2 3 4 5 6 7 8 9

S 4 •
A 4 • • I

1 0 •
H 2 0 •- f-

3 0 •
1 0 •-
2 0 •X
3 0 •
4 0 •
1 0 • •

V 2 0 • •
3 0 • •

V 4 • • • • • • I
5 0 • • I

V 6 0 • •
7 0 • •
1 0 0 • •- -
2 0 0 • •D
3 0 0 • •
4 0 0 • •
1 0 0 • 0 0 • • • •

Z 2 0 0 0 • 0 • • • •
3 0 0 0 0 • • • • •
4 0 0 0 0 • •
5 0 0 0 0 • •
6 0 0 0 0 • •Z
7 0 0 0 0 • •
8 0 0 0 0 • •
9 0 0 0 0 • •

[ • • . 1•• • • • • • • • • • • • • • • 1· • • • • • • • • • •

normal subgroups of subgroups of 8 4

• row group is a normal subgroup in column group
o row group is a subgroup in column group, but not a normal subgroup
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Conjugate elements of 54 : The elements a.b E 8 4 are conjugate if there is an
element g E 8 4 for which a = g-l ob og. Conjugate elements form an equivalence
class. The equivalence classes of conjugate elements form a partition of 8 4 , The
following table shows the conjugate elements of 8 4 ,

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 2 1] 4 5 6 7 8 9 10 11 12 113 14 15 116~17 118 19 '2021 22 23 24- - - - -- ·.:..,...:..=.1 r--:-- I- ...,- -
2 1 2 3 4 8 9 10 7 6 5 17 18 111 12 13 14 15 16 21 23 24 19 20 22

f-
3 1 2 3 4 7 6 5 10 9 8 15 16 17 18 11 12 13 14 24 20 22 21 23 19

- r--t--I--j--t--t---+-~ -t-+-I--~--t--+-~-+- I

4 1 2 3 4 10 9 8 5 6 7 13 14 I 15 16 117 18 11 12 22 23 19 124120 21

5 1 10 9 ~+5 I 6 7 2 3 4 16 15 11 12 17 118 14 13 20 24 22 21 19 23
-- '-- t i

6 1 ~ ~3_ 2 5 16 7 10 9 8 18 17 ~~ 1~E~l 24 23 21~1~

7 1 8 9 10 5 6 7 4 3 2 13 14 18 17 12 11 15 16 23119 22 I 21 24 20

8 1 +~7 7 4 7 2 's '91 0 17 '18 15 16
1
1"2'11 14 ~3 2 4 121 23 20 22 19

- I- - - f-----! -f-- - --
9 1 4 3 I 2 7 6 5 I 8 9 10 14 13 12 11 18 17 16 15 19 23 22 21 20 24

- - +- - - -+- '-,-
10 1 7 16 ' 5 2 3 4 8 9 10 1*1 ~5 18 17 13 14 11 12 24 122 20 23 21 19

!-=--t I-- - f- I .1' .
11 1 10 9 8 4 3 2 5 6 7 11 12 17 18 14 13 16 15 21 19 20 123124 22

- l-----+-t-+ - -+--i--l- t--I--+--+-l-j---+--+-II-.;--+--+--+-f-I
12 1 7 6 '5 8 9 10 4 3 2 1112 116 15 18 17 13 1420 21 19 124~l22 123- +--+ _. ~~ I-- ' - _ ".~f- t=-: .-+-=-:
13 1 7fr 5 10 9 8 2 3 4 18 17 13 14 11 12 16 15 23 21 24 19 22 20

.- - f- i" f-- • - +-
14 1 8 9 10 4 3 2 7 6 5 15 16 13 14 18 17 12 11 22 24 20 23 19 21

,- - f--'.
15 1 8 9 10 2 3 4 5~ _~67 18 17 12 11 ~H5 ~16 13 14 21 24 23 20 19 22

1- - - f- -_ . f- .- .- . -- - ,
16 1 5 6 7 8 9 10 2 3 4 14 13 17 18 15 16 12 11 23 22 19 24 21 .20

1- • - 1- t--1 f-* -- ,- -I-- ~
17 1 5 6 7 10 9 8 4 3 1 2 15 16 12 11 14 13 17 18 20 122 24 19 I 21 .23

- ,-~ e-'- ~f- r-c-
18 1 10 9 8 2 3 4 7 6 5 14 13 16 15 11 12 17 18 22 19 23 20 24 21

- I- - - t 1- -
19 1 7 6 5 4 3 2 10 9 8 13 14 11 12 16 15 18 17 19 22 23 20 21 24

f- I-,-1-+-+-+-1-+--t--'--I--1-i--t-+-+-1
20 ..2. ,~ 3 2~9 10 5 6 7 16 15 14 13 112 11 18 17 22 20 24 19 23 121

21 1 10 9 8 7 6 5 4 3 2 17 18 14 13 16 15 11 12 23 24 21 22 19 20
-- - -+ - - - t- 1-< 1- ' ~

22 1 8 9 10 7 6 5 2 3 4 12 11 15 16 13 14 18 17 20 19 21 122 24 23
-

23 1 I~ 2 10 9 8 7 6 5 12 11 18 17 116 15 14 13 21 20 19 24 23 2~

24 1 5 6 7 2 3 4 10 9 8 12 11 14 13 117 18 15 16 19 21 20 23 22 24

conjugation table : <Pi = <Pk1 0<Pm0<Pk (row k, column m)

Each of the equivalence classes contains only elements of equal order. The ele­
ments of order 2 in the classes [3] and [19] differ in that the groups generated by
the elements in the class [3] are each contained in one of the groups generated
by elements in the class [2].

[1 ]
[3]
[19]
[11]
[2]

{1}

{3, 6, 9}
{19,20 , 21 ,22,23, 24}
{11, 12, 13, 14, 15,16, 17,18}
{2,4,5, 7,8, 10}

element of order 1
element of order 2
element of order 2
element of order 3
element of order 4
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Commuting elements of 54 : The elements a,g E S4 are said to commute (see

Section 3.2) if a 0 9 = g oa , that is a 0 9 0 a" 0 g-l = 1. The following table shows the

values of the commutator a og o a-10 g-l for all pairs of e lements of S4 x S4'

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

1 1 I 1 I 1 1 I 1 I 1 1 I 1 1 1 I 1 1 1 1 1 1 1 1 1 1 1 i ll 1 I 1

1 1 1 1 12 ~16
18~

18 16 12 18 14 12 1611 ~ 18 3 116 12 3 14

~
+

1 6 I 1 6 9 1 9 9 6 6 9 9 6 6 9 9 1 6 6 1 9
1- - --+- -

3 113 3 1111 1 1 1 17 3 13 15 3 11 15 13 17 15 11 17 13 11 15 17

1 11 6 118 1 1 1 13 16 16 18 16 16 11 18 13 13 11 16 j 18 1 6 6 111 13

9 f1 9
,

1 3 1 3 1 1 1 3 9

*
3 9 9 2-

9 ft
1 1 3 9

1 15 6 14 111 1 12 16 17 14 17 17 15 14 12 12 15 11"7
1
14 6 6 15 12

1 17 19 16 14 9 1 11 1 14 17 1611 1 11 117 16 14 9 17 14 11

16~-312: 3
1 I 1 I 1 ,

1 6 1 I 6 1 I 1 1 6 3 3 6 6 {3 3 6 1 3 6 6 3 1- -
1 13 9 112 15 9 18 1 1 1 15 13 12 18 18 13 12 15 9 13 15 118 12 9

1 17 9 16
~~~6 If 9 3 613 6 9 17t

13 11(12 12 12
-j-- - -

1 15 6 14 15 9 18 18 3 14 1 1 6 19 3 9 3 6 15 18 14 11 11 11

1 11 6 18 1 ~5tH 15 3 i l l

*
1 1 _6 r3 9 r3

18 14 14 11 1 5~ 41- 1- '- - . -
1 17 9 16 12 3 16 12 16 17 3 9 1 1 9 6 3 6 16 13 13 117 12 13

1 13 9 12 17

1
3 . 13 1216 , 17 6i~ 6 9 1 1 9 13 16 f 17 16 1~ 16~+-

1'1 11 11 6 18 14 9 11 18 3 14 3 9 3 6 6 9 15 14 15 18 15 11

1 15 1 6 14 *1 9
.
11 151 3 11 6 3 9 '3 9 6 1 1 18 f 18f5 118 11 1141- '

13 6 116 3 t6
I

17 17 131 17 ; 16 121 13 9 12 12 3 16 9 6 3 9 1 1

1 17 9 16 15 9 18 9 1 9 18 16 17 15 15 116 17 18 1 117 15 18 16 1
1- -

17 ' 11 3 1 3 17 3 13 18 3 14 14 17 13 14 18 13 17 18 18 1 13 14
f-a-. --, - 1-

1 15 6 14 6 1 6 13 6 116 15 13 13 14 15 16 16 14 16 14 1 1 ' 15 13

~2 6 f 17

~ 1- - ,

1 11 6 18 6 1 6

''I''
12 18 11 17

~
17 18 1 1 11 12,- - 1- --

12111 3 1 3 12 3 116 15 3 11 11 12 16 11

~
12 15 15 1 16 11

1- -
1 13 9 12 14 9 111 9 I 1 9 11 12 13 14 14 12 13 11 1 13 14 11 12 1

table of commutators of S4 : <Pi = <Pk0 <Pm0 <Pklo <p~l (row k, column m)

The commutator formed w ith the elements a ,9 is an e lement of S 4 ; it is designated

by k or by [a,g]. O rdered pairs (a ,g ) E S4 x S4 w ith the same value of the commuta­

tor k form an equivalence class, which is designated by [k]. Commutators are

treated in Section 7.8.2.
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7.8 GENERAL GROUPS

7.8.1 INTRODUCTION

In contrast to the inner operation of an abelian group, the inner operation of a gen­
eral group is generally not commutative. The order of the operands in an expres­
sion is therefore relevant. This property signif icantly complicates the study of the
properties of non-abelian groups. In particular, expressions can generally not be
simplif ied to linear combinations.

The structure of non-abelian groups is studied by classifying their elements, using
the classification methods developed in Section 7.4. Their effectiveness relies on
the fact that subsets of elements of general groups may be conjugate or commuta­
tive. Normalizers are introduced for a classification using conjugate subsets , the
center of the group is defined for a class ification using commutative subsets, and
the commutator group is defined for a classification using non-commutative sub­
sets. The center and the commutator group are normal subgroups of the group;
they are used in forming quotient groups .

Every finite group is isomorphic to a group of permutations. The diverse group and
class structure of permutation groups is illustrated in Sections 7.7.7 and 7.7.8 for
the group S4' The existence of subgroups in a symmetric group Snmay be studied
using Cauchy's Theorem and the theorems of Sylow. If a group contains no proper
subgroups, then the group is cyclic of prime order. If the group is abelian, then for
every divisor m of the order of the group there is a subgroup of order m. If the prime
power p" is a divisor of the order of a finite group, then the group contains a sub­
group of order p'',

A further aim in studying the structure of general groups is to find a simple sub­
group which has no proper normal subgroups. In Section 7.7.6, the alternating
group An is shown to be simple for n ~ 5, while in Section 7.7.8 the group A4 is
shown to contain the normal subgroup V4 (Klein's four-group).

Starting from a constructible normal subgroup (center, commutator group) , a
nested chain of quotient groups is determined, for instance the central series or
the derived series of the group. Groups whose derived series ends with the trivial
subgroup {1} are called soluble and have special properties. The generalization
of this concept is the normal series, which is refined to a composition series . Any
two composition series of a finite group are similar. These series are used in Galois
theory.
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7.8.2 CLASSES IN GENERAL GROUPS

Introduction : The partition of a group (G ; 0) into the cosets of a subgroup of
G is defined in Section 7.4. This requires a subgroup of G to be known . In the fol ­

lowing the transformation of the elements of a subset A of G is shown to determine
a subgroup of G , which is called the normalizer of A in G. The left and right cosets
of the normalizer are generally different : The normalizer is therefore generally not
a normal subgroup of G.

The center of (G ; 0) is a special subgroup of G. The center contains the elements
of G which commute with every element of G. The center is a normal subgroup in
G and may therefore be used to construct a quotient group. The properties of the
quotient group and the relationships between the structure of the group and the
structure of the quotient group provided by the isomorphism theorems lead to im­
portant properties of non-abelian groups.

A further special subgroup of (G ; 0) is the commutator group D(G), also called the
derived group of G or the first derivative of G.To determine the commutator group ,

the elements of the cartesian product G x G are classified according to the value
of the commutator a ob oa-10b-1 of the pair (a.b). The derived group is a normal

subgroup in G and may therefore also be used to construct a quotient group. The
quotient group G/D(G) is abelian; it is called the abelianized group G. The structure
of G/D(G) may therefore be studied using the methods in Section 7.6.

Normalizer in a subgroup : Let H be a subgroup of a group (G ; 0), and let A be

a non-empty subset of G. The subset of H whose elements transform the subset
A into itself is called the normalizer of A in H and is designated by NH(A). As a
spec ial case, the groups Hand G may coincide.

NH(A):= {hEH I A=h-10Aoh}

Properties of normalizers

(N1) The normalizer NH(A) is a subgroup of H. The normalizer may therefore be
used to partition H into left and right cosets. The left and right eosets may,
however, be different: The normalizer NH(A) is generally not a normal sub­
group in H. For H = G, the normalizer NG(A) of every subset A of G is a sub­

group of G.

(N2) The normalizer NH(A) is the intersection of the normalizer NG(A) with the

subgroup H: NH(A) = H n NG(A).

(N3) If the subset A is a subgroup of G , then A is a normal subgroup in the normal­

izer NG(A).

(N4) A subgroup A of the subgroup H is a normal subgroup in the subgroup H if
and only if NH(A) = H.

(N5) The number of H-eonjugates of the subset A is equal to the index of NH(A)
in H, that is [H : NH(A)].
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Proof : Properties of normalizers

(N1) The normalizer NH(A) contains the identity element 1G' the inverse element
h-l for each element h and the product hl oh2 for any two elements hl ,h2.
Hence NH(A) is a subgroup of H.

1\ (A oh
hEH

1\ (A oh lh;EH

(N2) The normalizer NG(A) contains every element g E G for which goA = A °g
holds. The normalizer NH(A) contains every element h e H !::G for which
h oA = A oh holds. Hence NH(A) = Hn NG(A).

(N3) With every element a, the subgroup A also contains the inverse element a-l .
It follows from a = a-l oa °a and a E G that every element a EA is an element
of the normalizer NG(A). For every element n of the normalizer NG(A), by
definition noA = Ae n. Hence A is a normal subgroup of NG(A).

(N4) The statements "A is a normal subgroup in H"and "NH(A)= H" are equivalent:

A <JH = 1\ (A oh=h oA) = 1\ (h ENH(A)) = NH(A)=H
hEH hEH

(N5) By the definit ion in Section 7.4.4 , the set B !::G is an H-conjugate of A !::G
if there is an element h E H for which B = h- l oAo h holds. The number of
H-conjugates of A is equal to the index of NH(A) in H if there is a bijective
mapping of the right cosets of NH(A) in A to the H-conjugates of A. This is the
case if elements hl , h2E H which belong tothe same coset of NH(A)also lead
to the same H-conjugate of A and vice versa:

NH(A)o h, = NH(A)oh2 = h1"l oA e h, = h2"l oA oh2

NH(A)ohl = NH(A) oh2 implies nl ohl = n2oh2 with nl ,n2E NH(A). Along
with n l and n2, the group NH(A) contains the element n = n1"1 0 n2, so that
h, = n oh2. With n- l oA on = A one obtains :

h1"l oA oh 1 = h2"l o n-1oA on oh2 = h2"1 oA oh 2

Conversely, it follows from h1"l oA e h, = h2"l oA oh2 by multiplication with h,
from the left and with h1"l from the right that h20 h1"l is an element of NH(A) :

h1oh1"loA oh1oh1"1 = A = h1oh2"1 oA oh2oh1"1

It follows from h, = n o h2 that h1 is an element of the right coset NH(A)oh2.
Since any two right cosets of a subgroup are either identical or disjoint, this
implies NH(A) oh1 = NH(A) oh2.
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Center of a group : In a non-commutative group (G ; 0), the commutative law
a 0 b = boa may be satisfied for a subset of G x G. The subset of G whose elements
commute with all elements of G is called the center of the group G and is desig­
nated by Z(G).

Z(G):= {bEG I 1\ aob=boa}
aEG

The center Z(G) of a group G has the following properties:

(Z1) The center Z(G) is a characteristic subgroup of G.

(Z2) Every subgroup of the center Z(G) is a normal subgroup in G.

(Z3) Let A = {a} be a one-element subset of the group G. Then the normalizer
NG(A) is the entire group G if a is an element of the center Z(G). Otherwise
NG(A) is a proper subgroup of G.

(Z4) The center of every symmetric group Sn with n ;::: 3 contains only the identity
permutation i.

Proof : Properties of a center

(Z1) The center Z(G) of a group (G ; 0) has the properties of a group, since it con­
tains the identity element 1G' the inverse element b-1 for every element b
and the element b1ob2 for any two elements b1,b2 :

1\ (ao1G = 1Goa) = 1G E Z(G)
aEG

1\ (1\ (aeb = boa) = 1\ (b-10 a
bEZ aEG aEG

1\ (1\ (a ob 1= b10a /\ a ob2 = b2oa) =
b,b2EZ aEG

1\ (a e b1ob2 = b1ob2oa))
aEG

By Section 7.5.5, the subgroup Z(G) is characteristic in the group G if Z(G)
is invariant under every automorphism <j:> : G -+ G. Thus for every element g
of G and every element a of Z(G), the equation go <j:>(a) = <j:>(a) 0 g must hold.
Since automorphisms are surjective, there is an element bEG such that
<j:>(b) = g, and hence

go<j:>(a) = <j:>(b) o<j:>(a) = <j:>(boa) = <j:>(aob) = <j:>(a)o<j:>(b) = <j:>(a)og

(Z2) For every element a E H k; ZG and every element g E G, a 0 g = goa. Thus
go H = Hog for every g E G, and hence H is a normal subgroup of G.

(Z3) For a one-element set A = {a}, the normalizer in the group G takes the form

NG(A) = {gEG I g-l oa og = a}
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If a is an element of the center Z(G), then the condition g-l oa og = a is
satisfied for every element 9 of G. Hence in this case NG(A) = G. If a is not
an element of the center Z(G), then by definition there is at least one element
in G for which the cond ition g-l oa og = a is not satisfied. Thus NG(A) c G.
By property (N1) of normalizers, NG(A) is a proper subgroup of G.

(Z4) For every permutation <jJ E Sn which is not the identity mapping, there is an
element a E Xn which is not mapped to itself but to <jJ(a) = b ;z! a. For n ~ 3,
there is an elementc E Xnother than a and b.ln Section 7.7.4 , the o-transtorrn
of the cycle -ea.c- is shown to be the cycle <<jJ(a), <jJ(c». Since <jJ(a) = b is by
hypothesis different from a and C, the cycle ea.cs does not commute with <jJ.
Hence <jJ ;z! i does not belong to the center of Sn, so that Z(Sn) = {i} for n z 3.

<jJ ;z! i = V (<jJ(a) = b ;z! a)
aEXn

n~3 = V (c e a 1\ c;z!b 1\ <jJ o<a,c>o<jJ-l = <b ,<jJ(c»)
CEXn

= <jJ o<a,c> = <b,<jJ(c»o<jJ ;z! <a,c>o<jJ

Class equation of a group Let (G ; 0) be a finite group with center Z(G). The
group is partitioned into conjugacy classes. Let t1, "'1 tm be those representatives
of these classes which are not contained in Z(G). The normalizers NG(Tk) of the
one-element sets Tk = {t k} in G possess the indices [G : NG(Tk) ] . The order of the
group G is the sum of the order of the center Z(G) and the indices [G : NG(T k)] for
k = 1,,,,,m. This relationship is called the class equation of the group G.

ord G
m

ord Z(G) + I [G : NG(Tk )]
k=l

{gEG I tk = g-l o tk og}

Proof : Class equation of a group

The group G is partitioned into s disjoint conjugacy classes Rj according to Section
7.4.4. Then the order of G is equal to the sum of the orders of the classes Rj :

5

ord G = I ord Rj
j= l

(i)

If the representative of Rj is an element a of the center Z(G) , then this element
commutes with every element 9 E G, that is a = g-l oa og . The class Rj therefore
contains only the element a.

If the representative of Rj is not an element of the center Z(G), it is designated by
tk . In this case , the order of Rj is equal to the number of elements conjugate to tk .

By property (N5) of normalizers, this number is equal to the index of the normalizer
NG(Tk ) of the one-element set Tk = {t k} in G.

Substituting ord Rj = 1 in equation (i) for all classes with representative in Z(G) and
ord Rj = [G: NG(Tk )] for all classes whose representative is not contained in Z(G)
yields the class equation of the group G.
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Example 1 Class equation of the tetrahedral symmetry group

The symmetry group G = {ao,...,a l1 } of a regular tetrahedron is introduced in
Example 2 of Section 7.3.2. In Example 1 of Section 7.4.4, the group G is parti­
tioned into conjugacy classes :

Rj [ad {akEG I V (a, = g-1oajog)}
gEG

R1 lao] {ao}

R2 [ad {a 1,a4,aS,aa}

Rs [a 2 ] {a 2,aS,ae,a7 }

R4 lag] {a9,a lO,a11}

The center Z(G) contains only the identity element ao. The representatives not
contained in Z(G) are a1,a2,a9. The normalizers NG(\) for the sets T1= [a.},
T2 = {a 2}, Ts = {ag} are determined :

NG(Tk) = {gEG I tk = g-1otkog}

NG(T1) = {a O,a1,a2 }

NG(T2) = {aO,a1,a2 }

NG(Ts) = {aO,a9,a lO,a1d

The right cosets of the normalizers NG(1j ) are

NG(Tk)oaj = {gEG I nOaj = g 1\ nENG(Tk)}

NG(T1) oaO = {a O,a1,a2 }

NG(T1)° as = {as,aS,a l1 }

NG(T1)°a, = {a4,a7,a lO}

NG(T1)oae = {ae,aa,ag}

NG(Ts)oao = {a O,a9,a lO,a l1 }

NG(Ts) oa 1 = {a 1,a4,aS,aa}

NG(Ts) oa2 = {a 2,aS,ae,a7 }

The right cosets of the normalizers NG(T1) and NG(T2 ) are identical. The number
[G: NG(Tk)] of cosets of NG(Tk) is counted. The class equation of the symmetry
group G is satisfied :

[G : NG(T1 )] = [G : NG(T2 )] = 4

[G : NG(Ts)] = 3

ord G = 12
a

ordZ(G) + I[G:NG(Tk)] = 1+4+4+3 = 12
1
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Commutators : An expression is sought whose value indicates whether two ele­
ments a,b of a group (G; 0) commute. The expression a eb = kob oa with kEG is
suitable for this purpose . For commuting elements, a 0b = boa, and hence k = 1G'

For non-commuting elements , a o b c a- 10 b-1 ~ 1G'

The element k = aeb e a-10 b-1 of G is called the commutator of the pair (a,b) E
G x G and is designated by [a,b]. The name commutator indicates that the order
of the elements in the product a 0b is reversed if it is multiplied by the commutator
[a,b] :

[a.ble b e a = a ob oa-10b-10b oa = a eb

Commutator group : Generally, not every element g of a group (G ; 0) can be
represented as a commutator [a,b] with (a,b) E G x G. The set of all commutators
and their finite products is designated by [G,G]. The domain ([G,G] ; 0) is a sub­
group of G; it is called the commutator group of G :

(1) The set [G,G] contains the unit element , since [a,a] = a e a e a- 10 a-1 = 1G'

(2) By definition, the set [G,G] contains the product of any two elements of [G,G].

(3) Together with the element [a,b], the set [G,G] also conta ins the inverse [b,a] :

[a,b] o[b ,a] = a ob oa-10b-10b oaob- 10a- 1 = 1
G

Properties of the commutator group

(K1) The commutator group [G,G] of a group (G ; 0) is a characte ristic subgroup
of G : Every automorphism <I> of G maps the elements of [G,G] to [G,G].

(K2) Let N be a normal subgroup of the group G. The quotient group GIN is abelian
if and only if [G,G] is a subgroup of N.

(K3) [G,G] is the least normal subgroup of G which renders the quotient group
G/[G ,G] abelian. G/[G ,G] is called the abelianized group G.
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Proof : Properties of the commutator group

(K1) An automorphism <\> is applied to an arbitrary commutator [a, b]. This yields
<\>(aoboa-1ob-1) = <\>(a) o<\>(b) o<\>(a)-l 0 <\>(brl, since the automorphism is

by definition homomorphic. As <\>(a) and <\>(b) and their inverses <\>(ar1 and
<\>(br1are elements ofthe group G, the image k = <\>(a) o<\>(b) o<\>(ar1o<\>(br1
is by definition a commutator. Hence an arbitrary automorphism on G maps
the elements of [G,G] to [G,G].

(K2) The homomorphism f : G -- GIN maps the group to the quotient group GIN.
The identity element of the quotient group is the normal subgroup N. For the
product of arbitrary elements f(x) and f(y) of the quotient group:

f(x)of(y) = f(xoy) = f(xoyo(yox)-t oyox)

f(x)of(y) = f(xoyox-1oy-l)of(y)of(x)

Let the commutator group [G,G] be a subgroup of N. Then the commutator
xoyox-1oy-l is an element of the normal subgroup N, so that its image

f(xoyox-1 oy-l) is the identity element f( 1G) of the quotient group GIN. But
f(xoyox-1 oy-l) = f( 1G) implies f(x)of(y) = f(y)of(x): The quotient group GIN
is abelian.

Conversely, let GIN be abelian. Then it follows from f(x) 0 f(y) = f(y)o f(x) that
f(x oyox-1oy-l) = f( 1G)' and hence the commutator xoyox-1 oy-l is an ele­

ment of the normal subgroup N: [G,G] is a subgroup of N.

(K3) If N c G is a normal subgroup which renders GIN abelian, then by (K2) the
inclusion [G,G] (;;; N holds. Since the characteristic subgroup [G,G] of G is
also a normal subgroup of G, the commutator group [G,G] is the least normal
subgroup of G which renders G/[G ,G] abelian.

Derivatives of a group: The commutator group [G,G] is called the first deriva­
tive of G and is designated by 0 1G. G is correspondingly designated by D° G. The
i-th derivative of the group G is defined inductively and is designated by OiG :

DOG = G

Oi+1G = [DiG, DiG] iEN

Since Oi+1G is the commutator group of DiG, Oi+1G is always a normal sub­

group of DiG. The quotient set OiG/Oi+ 1G is abelian.
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Example 2 : Commutator group of the tetrahedral symmetry group

The group table of the symmetry group of regular tetrahedra is shown in Example 2
of Section 7.3.2. This symmetry group is isomorphic to the alternating group A4.

The following table shows the cartesian product A4x A4 with the values of the
commutators [a.b] of the symmetry group. The commutator group [A4,A4l is

{aO,a9,a1O,all }.

[ I ao a l I a2 I a3 I a4 I as
I as I a7 aa I ag I a lO I all

ao ao ao a~o-l ao ao ao I ao I ao ao ao ao

a l ao ao ~o I ag a lO a ll a lO al l ag a ll ag a lO
- ~

a2 ao ao ao all ag a lO ag a lO all a lO all ag
- f- '-f- -

a3 "ao ag ~ all ao ao all a lO ag alO a lO all ag
- - e-- f- e- -t ~ - - ~-

a4 ao a lO ag ao ao ag I a ll ~ l O a ll all ag a lO
I- I --I-

as ao a ll a lO a ll ag ao I ao ag a lO all ag a lO
-- -- -l----- - a;; 1aoas ao a lO ag a lO a ll a ll ag a lO a l l ag

--- -~-

a7 ao all a lO ag a lO I ag a ll ao ao a lO a ll ag
T -

aa ao ag all a lO all a lO ag ao ao all ag a lO
- 1- ---I- - e- -t- - -
ag ao al l a lO a lO al l all a lO a lO all ao ao ao

1- ~ +-- -f- -+--
a lO ao ag a ll all ag ag all a ~~ ag I ao I ~~- I . t -e- -
all ao a lO I ag ag a lO a lO ag ag I a 10 ao I ao ao

table of commutators : [a,bl= a obo a- 1ob-1 witha,bE{ao,." ,a l1 }

Example 3 : Abelianized tetrahedral symmetry group

The first derivative 0 1A4 = {aO,a9,a1O,a 11} of the tetrahedral symmetry group A4
is determined in Example 2. The group N := 01(A4) is a normal subgroup in A4 ;

it leads to the following classification of A4 :

aoo N = {aO,a9,a1O,a l1 } [aol

al ° N = {a 1,a4,aS,aa} [all

a20 N = {a2,a3,a6,a7} [a2l

The abelianized group A4 is the quotient group {[ao l, [all , [a2l}. For any two ele­
ments, the product of their images under the mapping f : G ->0 GIN is commutative:

f(ag) °f(as)

f(as)°f(ag)

f(ag) °f(as)

f(a 1) = [a ll

f(a 4) = [all

f(as)°f(ag)
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7.8.3 GROUPS OF PRIME-POWER ORDER

Introduction : Lagrange 's Theorem shows that the order of every subgroup of
a finite group (G ; 0) is a divisor of the order of G. The question arises whether
conversely every group whose order has the divisor m contains a subgroup of or­
der m. If the group G is abelian , then it conta ins such a subgroup . If the group G
is not commutative, then G does not necessarily contain such a subgroup . For ex­
ample, the alternating group A4 does not contain a subgroup of order 6, although
6 is a divisor of the order 12 of A4 (see Example 1).

The theorems of Sylow show that a group whose order is divisible by a prime power
pa always contains a subgroup of order pa. A subgroup of order pS with s < a is
always a subgroup of a group of order p" , A group with maximal exponent a is
called a Sylow p-subgroup of G. The number of Sylow p-subgroups of G is of the
form 1 + kp and is a divisor of the order of G.

Groups without proper subgroups : Let (G ; 0) be a group other than the trivial
group {1}. Let G be a group without proper subgroups; that is, there are no sub­
groups of G other than {1} and G itself. Then G is a cyclic group of prime order.

Proof : Prime order of groups without proper subgroups

(1) The group G contains an element a ~ 1. The subgroup gp(a) generated by
the element a is different from {1}. Therefore gp(a) = G, and hence the group
G is cyclic .

(2) The cyclic group G is not isomorphic to the infinite cyclic group (I ;+), since
the group I contains the subgroups I n . Hence the group G is finite.

(3) If there were a divisor n of the order of G, then by property (U2) of cyclic
groups in Section 7.3.6 there would be a cyclic subgroup of order n in G.
Since G does not conta in any proper subgroups, the order of G is a prime.

Existence of subgroups of finite abelian groups : Let (G ; 0) be a finite abelian
group. Let the positive integer m be a divisor of the order of G. Then there is a
subgroup of order m in G.

Proof : Existence of subgroups of finite abelian groups

The proof is carried out by induction. The statement is true for the group {1}. Let
it be true for all groups of order less than ord G. It is proved that in this case the
statement is also true for a group of order ord G.

(1) Let the divisor m of ord G be a prime p. If G itself is of order p, then the
statement is true. For p < ord G, there is an element a ~ 1 of G. The cyclic
group N = gp(a) is a normal subgroup of the abelian group G. It is used to



www.manaraa.com

Groups 465

form the quotient group H = G IN. By Lagrange's Theorem in Section 7.4.2,
ord G = ord H •ord N. Since the prime p is a divisor of ord G, it is also a divisor
of ord H or of ord N.

If the prime p is a divisor of ord N, then by property (U2) of cyclic subgroups
the cyclic group N contains a subgroup of order p. Since N is a subgroup of G,
G conta ins a subgroup of order p.

If the prime p is a divisor of ord H < ord G, then by the induction hypothesis
H = G IN contains a subgroup H' of order p. Since the group H' is of prime
order p, it is cyc lic by corollary (F3) to Lagrange's Theorem, and hence H' =

gp(h) with hP = 1H'

It is now to be proved that G contains a subgroup of order p if H = G IN con­
tains a subgroup of order p. Let the generating element h of H' be the class
[y] of G IN. Let the order of the element y in G be s. Then [YI 0 [y] = [y 0 y] leads
to hS= [yS] = [1 G] = 1H ' Thus the prime p is a divisor of s. By property (U2)
of cyclic subgroups, the subgroup gp(y) of G conta ins a subgroup of order p.
Hence G also contains a subgroup of order p.

(2) Now assume that the divisor m of ord G is not a prime. Then there is a prime
factor p of m, and by part (1) of the proof the group G contains a subgroup
N of order p. This subgroup is a normal subgroup in the abelian group G.
Hence there is a natural homomorphism k : G --+ H with H = GIN. Thus by
Lagrange's Theorem ord G = p. ord H.

Since the order of G contains the factor m, the order of H contains the factor
Ifj-. By the induction hypothesis, ord H < ord G implies that H contains a sub­
group H' of order Ifj-.Thus by the extended third isomorphism theorem there
is a subqroup G' ~ G with H' = G' IN. Then Lagrange's Theorem shows that
G' is of order ord G' = ord H' • ord N = m , and hence the group G contains
a subgroup of order m.

First theorem of Sylow : Let (G ; 0) be a finite group , p a prime , m a natural
number and p'" a divisor of the order of G. Then G conta ins a subgroup of order p'".

Proof : First theorem of Sylow

The proof is carried out by induction. The statement is true for a group of order p.
Let it be true for all groups of order less than ord G. It is proved that in this case
the statement is also true for a group of order ord G.

(1) Let the prime p be a divisor of the order of the center Z(G) . Since Z is abelian ,
by the preceding theorem Z conta ins a subgroup N of order p. By property
(Z2) of centers, the subgroup N is a normal subgroup of G, and hence there
is a natura l homomorphism k : G --+ H with H = GIN. By Lagrange's Theorem
ord G = ord N •ord H = P-ord H.
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Since ord G is divisible by p'" , it follows that ord H is divisible by p'" -1. Since
ord H < ord G, by the induction hypothesis H contains a subgroup H' of order
p'" -1. By the third isomorphism theorem , G contains a subgroup G' such that
H' = G' IN. By Lagrange 's Theorem, ord G' = ord H' •ord N = p'", and hence
the group G contains a subgroup G' of order p'" .

(2) Assume that the prime p is not a divisor of the order of the center Z(G). The
class equation of G is ord G = ord Z(G) + L [G : NG (Tn))' Since the prime p
divides the order of G but not the order of Z(G), it follows that p does not divide
the sum L [G : NG (Tn))' Hence there is at least one representative T j for
which [G : NG (T j)) is not divisible by p.

By Lagrange 's Theorem, ord G = [G : NG(T j)] • ord NG(Tj ) . Since p'" divides
the order of G but p does not divide the index [G : NG(T j) ] , the order of the
normalizer NG(Tj ) is divisible by pm, By property (Z3) of centers , NG(T j ) is
a proper subgroup of G, since the representative Tj is not an element of the
center.

Since the order of NG(T j) is divisible by p'" and less than ord G, the induction
hypothesis implies that the normalizer NG(T j) contains a subgroup H of order
p'". Since NG(T j) C G, the group G also contains the subgroup H of order p'" .

Cauchy's Theorem : In a finite group (G; 0), there is a cyclic subgroup of prime
order p if and only if p divides the order of G.

Proof : Cauchy 's Theorem

(1) If the prime p divides the order of G, then by the first theorem of Sylow G
contains a subgroup of order p, and by corollary (F3) to Lagrange 's Theorem
every subgroup of prime order is cyclic.

(2) Conversely, if the group G contains a subgroup H of order p, then by
Lagrange's Theorem the order p of H divides the order of G.

p-group : Let (G ; 0) be a group, and let p be a prime. G is called a p-group if the
order of every element of G is a power of p. The exponents m of the orders p'" of
different elements of G may be different. A p-group is designated by G(p). The
trivial group {1} is a p-group for every prime p.

1\ (ord a = p'" r; m e FIJ I )
aEG(p)
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Properties of p-groups :

(P1) If a group (G ; 0) is a p-group, then its order is a power n of the prime p :
ord G = p'',

(P2) If (G ; 0) is a finite p-group other than {1}, then the prime p is a divisor of the
order of the center of G, and hence Z(G) ~ {1}.

(P3) Let the order of a p-group (G ; 0) be p" with n ~ 1. Then G contains a normal
subgroup of order p" -1 .

Proof : Properties of p-groups

(P1) If G is a p-group, then the order of every element of G is a power of p. By
Cauchy's Theorem , the prime factorization of the order of G cannot contain
primes other than p. Hence ord G = p",

(P2) For the p-group G and a normalizer NG (lj) whose representative is not an
element ofthe center Z(G), the class equation and Lagrange's Theorem yield :

ord G [G: NG (lj)] -ord NG (lj)
m

ord Z(G) + I [G : NG (Tk ) ]
k= 1

That lj is not an element of the center Z(G) implies that ord NG (lj) ~ ord G,
and hence [G : NG (Tj ) ] ~ 1. Since G is a p-group, ord G and ord NG (Tj ) are
powers of p. Thus every index [G : NG (lj )], and hence also the sum of these
indices, is a multiple of p. Because ord G and the sum of the indices are
divisible by p, ord Z(G) is divisible by p.

(P3) The proof is carried out by induction. Let (G ; 0) be a group of order p'', The
statement is true for n = 1. Assume that the statement holds for all exponents
of p less than n. By Cauchy's Theorem , G contains a cyclic subgroup gp(z)
of order p. By (P2), the group N1= gp(z) is a subgroup of the center Z(G) ,
and hence by property (Z2) of the center it is a normal subgroup in G. Then
Lagrange's Theorem yields ord G = ord N1 • ord GIN t

Since the order pn-1 of G/N 1 is less than p", by the induction hypothesis
G/N 1 contains a normal subgroup N2 of order pn-2. By the extended third
isomorphism theorem this implies that G contains a normal subgroup H with
N2 =H/N 1. Then Lagrange's Theorem yields ord H = [H : Nd • ord N1 =
ord N2-ord N1= p" -1. Thus G contains a normal subgroup H of order p" - 1.
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Sylow p-subgroup : A subgroup 8 of a group (G ; 0) iscalled a 8ylow p-subgroup
of G if 8 is a p-group and every p-subgroup of G which contains 8 is identical with 8.

Properties of Sylow p-subgroups : Let (G ; 0) be a group, p a prime, 8 a 8ylow
p-subgroup of G and Hap-subgroup of G.

(81) If p'" is the highest power of the prime p which divides ord G, then there is
a 8ylow p-subgroup of order p'" in G.

(82) The 8ylow p-subgroup 8 is not a proper subgroup of the p-group H.

(83) The normalizer of the 8ylow p-subgroup 8 in H is the intersection of the
groups 8 and H, that is NH(8) = Hn8.

(84) Every G-conjugate of the 8ylow p-subgroup 8 is a 8ylow p-subgroup in G.

Proof : Properties of 8ylow p-subgroups

(81) By the first theorem of 8ylow there is a subgroup 8 of order p'" in G. 8 is a
8ylow p-subgroup if every p-subgroup H of G which contains 8 is identical
with 8. Let 8 be a subgroup of a p-group H. Then by Lagrange's Theorem:

ord G ord 8· [G : 8]

ord H = ord 8· [H : 8]

ord G = ord H· [G : H] = ord 8· [H : 8j. [G : H]

8ince ord 8 = p'" is the greatest power of p which divides ord G, it follows that
p does not divide [H : 8] . [G : H]. Hence neither does p divide [H : 8]. But
since H is a p-group, itfollows that [H : 8] = 1 and ord 8 = ord H. Then 8 c H
and ord 8 = ord H imply 8 = H. Hence 8 is a 8ylow p-subgroup.

(82) Let the 8ylow p-subgroup 8 be a subgroup of the p-subgroup H. Then by the
definition of a 8ylow p-subgroup 8 = H. Thus 8 is not a proper subgroup of H.

(83) The normalizer NH(8) contains those elements h e H which transform every
element aE8 into an element b=h-10a oh of 8 . For arbitrary elements
a,h E Hn 8, the transform b = h-10a 0 h is an element of Hn 8, since Hn 8 is
a group. Hence the normalizer NH(8) contains all elements of Hn8, that is
Hn8 c NH(8). It remains to be shown that NH(8)~ Hn8. By property (N1)
of normalizers, NH(8)c H, so that only NH(8)~ 8 remains to be shown.

By property (N2) of normalizers, NH(8) is a subgroup of NG(8). By property
(N3) of normalizers, 8 is a normal subgroup of NG(8). Then the second iso­
morphism theorem implies:

8 is a normal subgroup of NH(8)0 8 .

8 n NH(8) is a normal subgroup of NH(8).

[N H(8)08 : 8] = [N H(8): NH(8)n8j

(i)

(ii)

(iii)
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Lagrange's Theorem provides the relat ionships between the orders of the
qroups :

ord NH(8) 0 8 = [N H(8) 0 8 : 81 • ord 8 (iv)

ord NH(8) = [N H(8) : NH(8) n81 • ord NH(8)n8 (v)

Now (v) implies that [N H(8) : NH(8) n81 is a power of p, since NH(8) and
NH(8)n 8 are subgroups of the p-group H. By (iii), the index [N H(8) 0 8 : 81
is also a power of p. 8ince 8 is a p-group, (iv) implies that NH(8) 0 8 is a

p-group. By property (82) of 8ylow p-subgroups, 8 is not a prope r subgroup

of NH(8) 0 8 , so that 8 = NH(8) 0 8. Hence NH(8) ~ NH(8) 0 8 = 8.

(84) Let 8 2 be a G-conjugate of the 8ylow p-subgroup 8 1, that is 8 2 = g-1081 0g

with 9 E G. Let T2be a p-subgroup of G containing 8 2, Then by 8ection 7.4.4
T1:= g oT20g-1is also a p-subgroup. 8ince 8 1 = g 082 0g-1, the p-subgroup
T1contains 8 1, 8 ince 8 1 is a 8ylow p-subgroup, this implies T1= 8 1, Thus
8 2 = g-10(g 0T20g-1) og = T2' and hence 8 2 is a 8ylow p-subgroup.

Second theorem of Sylow : Let (G ; 0) be a finite group of order sp'", where the

number s is not divisible by the prime p. Let 8 be a subgroup of order p'" in G. Then
every p-subgroup of G is contained in a subgroup of G conjugate to 8.

Proof : 8econd theorem of 8ylow

(1) 8ince p'" is the highest power of p which div ides ord G, 8 is not properly
contained in a p-subgroup of G. Hence 8 is a 8ylow p-subgroup of G. The
group 8 is not unique, since by property (84) of 8ylow p-subgroups every
G-conjugate of 8 is also a 8ylow p-subgroup of order p'" in G. The G­

conjugates of 8 form a set M :

M = {Mg I Mg = g-10 8 0 9 /\ 9 E G }

(2) It is to be proved that every p-subgroup H of G is contained in one of the sets
Mg. For this purpose the set M is partit ioned into classes of H-conjugate sets
with the system of representatives {M 1,...,Ms} according to 8ection 7.4.4 .

[Md = {Mh EM I V (M h=h- 10M j oh)}
hEH

(3) If the condition Hn Mj = H is satisfied for the representative Mj , then it is also
satisfied for every other element of the class [M jl. It is therefore sufficient to
determine whether H is a subgroup of one of the representatives M j •

(a E H = a E Mj ) = (b,h E H = c = ho b 0 h- 1E H =
c e M, = b=h-10c oh EMh)

By property (83) of 8ylow p-subgroups, the intersection H n Mj coincides with

the normalizer NH(MJ Hence H is a subgroup of Mj if NH(Mj) = H, that is if
fH: Nu(M,)] = 1.
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(4) By property (N5) of normalizers, the index [H : NH(Mj) ] is equal to the number
of H-conjugates of Mj , and the index [G : NG(S)] is equal to the number n of
G-conjugates of S. Since the H-conjugates form a partition of M, summation
over the classes yields :

s
n = ord M = [G: NG(S)] = L [H : NH(Mj ) ]

i=1
(i)

(5) Lagrange's Theorem provides the relationships between the orders of the
groups:

ord G = n- ord NG(S)

ord H = [H : NH(Mj)] • ord NH(Mj ) i = 1,...,s

(ii)

(iii)

Property (N3) of normalizers shows that the Sylow p-subgroup S of order p'"
is a subgroup of NG(S). Hence the number r in the order rpm of NG(S) is not
divisible by the prime p. SUbstituting ord G = sp'" and ord NG(S) = rpm into
(ii) yields n = ~ . Since s is not divisible by p, n is not divisible by p. Hence at
least one index [H : NH(Mj)] in (i) is not divisible by p. But in (iii) the orders
of the p-group H and its subgroup NH(Mj ) are powers of p. Hence the index
[H : NH(Mj )] is equal to 1 : The Sylow p-subgroup Mj contains the p-group
H as a subgroup.

Corollaryto the secondtheorem of Sylow : The Sylow p-subgroups of a group
G are G-conjugate.

Proof : Corollary to the second theorem of Sylow

Let Sand P be Sylow p-subgroups of a group G for the same prime p. By the
second theorem of Sylow, the p-subgroup P is contained in a subgroup of G which
is conjugate to S. By definition , every p-subgroup of G which contains P coincides
with P. Hence P is conjugate to S.
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Thirdtheoremof Sylow Let (G ; 0) be a finite group. Let the prime p be a divisor
of the order of G. Then the number np of Sylow p-subgroups of G is a divisor of
the order of G. The divisor has the form np = 1 + kp with k E N.

Proof : Third theorem of Sylow

(1) Let the order of the group G be sp'" . Assume that s is not divisible by the
prime p. Let S be a subgroup of order p'" in G. By the corollary to the second
theorem of Sylow, the Sylow p-subgroups of G form a set M of G-conjugates

of the group S. The set M is partitioned into classes of S-conjugate groups
with the representatives {M 1, oo .,Mtl according to Section 7.4.4.

M = {Mg I Mg=g-l oS o g 1\ gEG}

[Md = {MsEM I V (M s = S-1 0 Mjos)}
sES

(2) The number np = ord M of G-conjugates of S is to be determined. Since the
classes of S-conjugates form a partition of M, the number np is equal to the
sum of the numbers of S-conjugates over the classes. By property (N5) of
normalizers, the number of S-conjugates of a representative Mj is equal to
the index [S : Ns( M j)].

(i)

(3) The reference group S provides a contribution [S : Ns(S)] = [S : S] = 1. For
all other representatives, Mj ~ S. By property (S3) of Sylow p-subgroups,
Ns( Mj) = S n Mj, so that [S : Ns( Mj)] ~ 1. Lagrange's Theorem provides
the relationship between the orders of the groups :

ord S = [S: Ns(M j ) ] • ord Ns(Mj) (ii)

The orders of the Sylow p-subgroup S and its subgroup Ns(M j) are powers
of the prime p. Since [S: Ns(Mj)] ~ 1, it follows from (ii) that the index is
divisible by p, that is [S : Ns(Mj)] = k.p with kjE N.

(4) The expressions for the indices determined in (3) are substituted into (i). With
k = ~kj ' the formula for np becomes

np = 1 + I k, P = 1 + kp
Mj",S I

(5) By property (N5) of normalizers, the number of G-conjugates of S is equal
to the index [G : NG(S)] of the normalizer NG(S) in G, that is np = [G : NG(S)].
By Lagrange's Theorem ord G = ord NG(S) • [G : NG(S)] , and substitution

yields ord G = np ' ord NG(S). Hence np is a divisor of the order of G.
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Example 1 : Subgroups of the alternating group A4

The alternating group A4 and the symmetry group of a regular tetrahedron in
Example 2 of Section 7.3.2 are isomorphic. In Section 7.7.7, the subgroups of the
alternating group are obtained by enumeration as follows :

(a) Klein's four-group V4 of order 4

(b) Four isomorphic groups 01 == 02 == 03 == 04 of order 3

(c) Three isomorphic groups Z. == Z2 == Z3 of order 2

In the following this result is obtained without enumeration using the theorems of
Sylow. The prime factorization of the order of A4 is 12 = 22 • 3. By property (S1)
of Sylow p-subgroups, A4 therefore contains Sylow p-subgroups of orders 22 = 4
and 3. For the number np of Sylow p-subgroups the third theorem of Sylow yields:

2k+1

3k+1

The orders of the elements are obtained using the product table in Section 7.3.2 :

gp(a1) {a O,a 1,a2 } ord a1 ord a2 3

gp(a3 ) {a O,a 3,a 4 } ord a3 ord a4 3

gp(as) {a O,aS,a 6 } ord as ord a6 3

gp(a7 ) {a O,a7 ,aa} ord a7 ord aa 3

gp(ag ) {ao,ag } ord ag 2

gp(a1Q) = {a O,a lO } ord a lO = 2

gp(a11 ) = {ao,an} ord an = 2

The number of Sylow 3-subgroups is 4, since k > 0 by inspection, and since n3 is
not a divisor of ord G = 12 for k > 1. Hence k = 1 and n3 = 4. The order of a Sylow
2-subgroup is 4. By definition , a 2-group cannot contain elements of order 3. The
remaining elements {a o' ag,a lO ,all} form a subgroup of order 4. There are no fur­
ther subgroups whose order divides 12. Thus there is only one Sylow 2-subgroup.
It contains the 2-subgroups gp(ag ) , gp(a1Q) and gp(a11) . In the third theorem of
Sylow, k =0 and n2 = 1.

The group A4 does not contain a subgroup of order 6, although the order of A4 is
divisible by 6. For if there were a subgroup H of order 6, then by the first theorem
of Sylow it would have to contain subgroups of order 2 and 3, and thus for example
the elements ao,a.. a2 •ag. However, operations using these elements lead to more
than 6 elements in the group H. for example a1oag = aa' a20a 9 = a6, aaoal = a3,

etc. The same is true for the other combinations of elements from subgroups of
orders 2 and 3. Hence A4 does not contain any subgroups of order 6.
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7.8.4 NORMAL SERIES

Introduction : If a group contains a normal subgroup, the quotient group with
respect to this normal subgroup may be formed. The quotient group may contain
a normal subgroup, and the quotient group of the quotient group with respect to
this normal subgroup may be formed. By the extended third isomorphism theorem,
the normal subgroups in the quotient group are associated with normal subgroups
in the original group. Thus a nested chain of normal subgroups is formed . How­
ever, this chain generally does not contain all normal subgroups of the group.

If the trivial group {1} is chosen as the first normal subgroup and the center of the
group as the second normal subgroup, the continuation of this process yields the
central series of the group. If the central series ends with the group itself, the group
is said to be nilpotent. If the group itself is chosen as the first term and the com­
mutator group as the second term , the continued formation of commutator groups
leads to the derived series of the group. If the derived series ends with the trivial
group {1}, the group is said to be soluble . Every nilpotent group is soluble, but the
converse is not true .

A chain of normal subgroups which begins with the group itself and ends with the
trivial group {1} is called a normal series of the group. A second, longer chain of
normal subgroups which contains the first chain is a refinement of the normal
series. A normal series which cannot be refined is called a composition series. The
quotients of a composition series are simple groups, that is groups without proper
normal subgroups. Every finite group possesses at least one composition series.
Any two composition series of a finite group have the same length . Their quotients
are pairwise isomorphic.

Central series: The center Z(G) of a group (G; 0) is by construction a normal
subgroup of G (see Section 7.8.2). The extended third isomorphism theorem in
Section 7.5.3 is used to construct further normal subgroups of G from Z(G).

Only the group G is given for constructing the central series. The trivial group {1}
is chosen as a normal subgroup No of G, and the quot ient group G1{1} == G is con­
structed. Its center Ho := Z(G/No) == Z(G) is by construction a normal subgroup
of G1{1}. By the extended third isomorphism theorem, the preimage N1 := k- 1(Ho)
is a normal subgroup of G and contains No. Also Ho = N1 INo. Using G and N1,

the quotient group GIN 1 is constructed. Let its center be H1, that is H1 = Z(G/N 1)'
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Then by construction H1 is a normal subgroup of G/N 1. By the extended third iso­
morphism theorem, the preimage N2 := k-1(H1) is a normal subgroup of G and
contains N1. Also H1 = N2/N1.

The construction of normal subgroups is continued. Generally, let Nj be a normal

subgroup of G, and let Hi be the center of G INj • Then there is a normal subgroup

Nj +1of G such that Hj = Nj +1/N j • The cha in {1} = No ~ N1~ N2 ~ ... is called the
(ascending) central series of the group G. The centers Z(G/N j ) = Hj = Nj+/Nj

are called the quotients (factors) of the central series .

{1} = No<;;;N1 <;;;N2 ~ ' "

Z(G/N j) = Nj+1/N j /\ Nj+1 <J G

Nilpotent groups : If the center of a quotient group G INj for Nj ~ G consists only
of the identity element, it follows that Nj = Nj +1= ...,so that the central series does
not end with the group G. For example, the alternating group A4 has the center

N1= {1}, so that No = N1=... = {1}.

A group (G ; 0) is said to be nilpotent if there is a natural number i for which Nj = G
holds in the central series. If G is nilpotent and n is the least number for which
Nn = G holds, then the group G is said to be nilpotent of class n. Abelian groups
are nilpotent of a class n :5 1. The subgroup Nj of a nilpotent group is a proper

subgroup of Nj+1 for i < n.

{1} = No c N1 c ... c Nn = G

Derived series: The commutator group [G, G] of a group (G ; 0) is defined in
Section 7.8.2. The commutator group is also called the first derivative of G and is
designated by D1 : = [G, G] or by D1G. By property (K3) of commutator groups, D1
is the least normal subgroup of G which renders the quot ient group G1D1abelian.

The process of forming derivatives of the group G may be continued. The commu­
tator group D2 := [D 1,D1] is the least normal subgroup in D1 which renders the
quotient group D11 D2 abelian . The group D2 is called the second derivative of G.

Generally, let OJ +1 = [OJ ' OJ] be the commutator group of OJ'Then Dj +1is the least
normal subgroup of Dj which renders the quotient group D/Dj +1 abel ian. The
group Dj+1 is called the (i + 1loth derivative of G. If G is designated by Do, the

commutator groups Do ;;) D1;;) D2 ;;)... form a chain of normal subgroups. This

chain is called the derived series of the group G. The quotient groups Dj1Dj+1are
called the quotients (factors) of the derived ser ies.

G = Do ;;) D1 ;;) D2 ;;) ...

D1+1 = [D j , Dd /\ D1+1 <J G
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Soluble groups: If the groups OJ and OJ+1 in a derived series are equal, the
series does not end with the trivial group {1}. For example, for n :5 5 all derivatives
OkSn of the symmetric group Sn are equal to the alternating group An, and like­
wise all derivatives OkAn are equal to An. Hence 00 = Sn and 0 1 = 02 = ... = An.

A group (G ; 0) is said to be soluble if there is a natural number i for which OJ= {1}
in the derived series. If G is soluble and n is the least number for which On= {1},
the group G is said to be soluble of length n. The subgroup OJ+1 of a soluble group
is a proper subgroup of OJ for i < n.

G = 00 ::J 01 ::J . .. ::J On = {1}

Normal series : The central series of a nilpotent group and the derived series
of a soluble group are examples of normal series of a group (G ; 0). A chain of sub­
groups Gj of G which begins with G and ends with {1} is called a normal series of
G of length n if for i = 0,...,n - 1 the subgroup Gi+ 1 is a normal subgroup of Gi . The
quotient groups Gj IG j + 1 are called the quotients (factors) of the normal series.
A group is simple if it does does not possess a normal series containing proper sub­
groups.

Properties of soluble groups :

(A1) A group (G ; 0) is soluble if and only if there is a normal series for G with
abelian quotients.

(A2) Every subgroup of a soluble group is soluble.

(A3) The image of a soluble group under a homomorphic mapping is soluble. In
particular, every quotient group of a soluble group is soluble.

(A4) If a normal subgroup N in a group G and the quotient group GIN are soluble,
then the group G is soluble.

(A5) The cartesian product G1 x ... x Gn is soluble if the groups Gj are all soluble.

(A6) Every nilpotent group is soluble .

(A7) Not every soluble group is nilpotent.

(A8) Every p-group is nilpotent and hence soluble .
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Proof : Properties of soluble groups

(A1) Let the group G be soluble. Then G has a derived series with abelian quo­

tients OJOj +1' and hence G has a normal series with abelian quotients.

Conversely. let G = Go ::> ... ::> Gn = {1} be a normal series with abelian quo­
tients GJ G j + r- The normal subgroup Go contains the derivative Do. since
Go = Do = G. It is now assumed that the normal subgroup Gj contains the
derivative OJof G. and this is shown to imply that G j+1 also contains the

derivative OJ+1'

The least normal subgroup of Gj which renders the quotient group GJG j+1
abelian is the commutator group [G j, Gj]. Since Gj /G j+ 1 is abelian by hypo­

thesis, it follows that [G j ,Gd ~ Gj +1.Then OJ ~ Gj implies OJ +1 = [OJ,Od ~

[G j ,Gd ~ Gj+ 1· By induction On ~ Gn= {1}, and hence G is soluble.

(A2) The soluble group G has a derived series G = Do ::> ... ::> On = {1}. For a sub­
group H of G, this implies:

H = GnH = (Do n H) :2 (01n H) :2... :2 (On n H) = {1}

The group OJ contains the subgroup OJ n H and the normal subgroup OJ + i ­

By the second isomorphism theorem, OJ n Hn OJ +1 = OJ +1n H is a normal
subgroup in Din H. For the canonical homomorphic mapping f : Din H --+

(D in H) / (O J+1n H) and the elements x, y of OJ n H :

f(x) 0 f(y) = f(x 0 y) = f(x 0 Y 0 x-10 y-1 ) 0 f(y) 0 f(x)

Since x, y E OJ' the commutator x 0 y 0 x-10 v:' is an element of OJ + l ' Since
x, y E H, the commutator is an element of H. Thus the commutator is an ele­
ment of the normal subgroup 0 i+1n H, and hence its image is the identity ele­
ment of the quotient group. Thus the quotient group is abelian: f(x) 0 f(y) =
f (y) 0 f (x) . Eliminating repeated groups therefore yields a normal series with
abelian quotients for the group H. Hence by property (A1) the subgroup H is
soluble.

(A3) Let the group G be soluble with the derived series G = DOG ::> ... ::> OnG =

{1}. The general generating element of the derivative 0 1H of an arbitrary sub­
group H of G is a 0 b 0 a-10 b-1with a, b e H. The image of this element under
a homomorphism f is given byf(a 0 b oa-1ob-1) =f(a) o f(b) o f(a - 1) o f(b- 1) =
f(a) 0 f(b) 0 f(a) -l 0 f(b) -1. This is the general generating element of the deriv­
ative 01f(H). Hence f(Ol H) = 01f(H).

Since H is an arbitrary subgroup of G, it follows by induction that f(OiH) =

o' f(H) , and hence in particular f(OjG) = o' f(G) . Thus applying the homo­

morphism f to the derived series for G yields f(G) = OOf(G) :2 ... :2 Onf(G) =
{1}. If any of these inclusions is an equality, the inclusions to its right are also
equalities; omitting them yields the derived series f(G) = OOf(G) ::> ... ::>
Okf(G) = {1} for f(G) . Hence f(G) is soluble.
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Every quotient group GIN of G is the image of G under the corresponding
canonical homomorphism k : G ~GIN. Hence GIN is soluble.

(A4) By property (A1), the soluble quotient group GIN possesses a normal series
GIN = H = Hoc ...c Hs = {1 H} with the abelian quotients H/H j +1' By the
extended third isomorphism theorem, for every normal subgroup Hj in H
there is a normal subgroup Gj in G such that Hj = Gj IN. Since Gj + 1 is a
normal subgroup in Gj and by the third isomorphism theorem G/Gj +1 is
isomorphic to Hj I Hj + l' there is a normal series G = Go:J...:JGs = N with
abelian quotients Gj IG j

+ t: For the soluble group N there is a derived series
N = No :JN1 :J... :J Nt = {1 G} with the abelian quotients Nj I Nj + 1 . Hence G
is a soluble group with the following normal series:

G = Go :J...:J Gs = N = No :J... :J Nt = {1 G }

(A5) The projection p: G1 x G2~ G2 is a homomorphic mapping with the kernel
(G 1 ,1) := {(a,1) I a E G1 }. By hypothesis, the quotient group G2 is soluble.
The kernel (G 1 ,1) is a normal subgroup in G1 X G2 ; it is isomorphic to the
soluble group G t : Thus by (A4) the cartesian product G1 X G2 is also soluble.
It follows by induction that the cartesian product G1 x ... x Gn is soluble.

(A6) The nilpotent group G possesses a central series G = Nn:J ..·:J No = {1G}'
The quotient Nj+1 IN j is the center of G/N j and is therefore abelian. Thus the
central series is a normal series with abelian quotients. Hence by virtue of
property (A1) G is soluble.

(A7) This property is proved by the following example.

(A8) The proof is performed by induction . Let the order of the group G be p" with
a prime p. The statement holds for n = 0, since in this case G = {1}. Let the
statement be true for groups of order < p", Let the center of a group G of
order p" be N := Z(G) . By Lagrange's Theorem, ord G = ord N· ord GIN.

By property (P2) in Section 7.8.3, the order of the center of G is divisible by p.
Since G is of order p", GIN is of order pkwith k < n. By the induction hypothe­
sis, GIN is soluble. The center N is abelian and therefore soluble. By property
(A4), since GIN and N are soluble the group G is also soluble.
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Example : Normal series of upper triangular matrices

Let the elements of the group (G ; 0) be the regular upper triangular matrices Gj of
dimension n. Let the operation 0 on elements be matrix multiplication. The identity
element of the group is the identity matrix 1. If Gj conta ins the diagonal element
a in row m, then Gil contains the diagonal element a-1 in row m. The commutator
group 0 1 contains the commutators Gj oG s oGi1 oG; l . These are upper tri­
angular matrices with diagonal elements 1; they are designated by Hr'

G· 0 G 0 G:-1 0 G- 1
I SIS

G~
I

x

Em
1
X

Y
1
Y

z 1
Z

ax x 1

by Y 1

cz z 1

If H, contains the element a in row m of the codiagonal, then H~l contains the
element - a in row m of the codiagonal. The commutator group O2 contains the
commutators H, 0 Hs 0 H~l o H;l ; these are upper triangular matrices with diagonal
elements 1 and codiagonal elements O.

BIEx [Hl_a [Hl_X
1 Y l - b l -y

1 1 1

1 a 1 a +x 1 x 1 0

1 b 1 y+b 1 Y 1 0

1 1 1 1

The k-th derivative of G contains triangular matrices with diagonal elements 1 and
elements .O on the codiagonals 1,...•k -1. The n-th derivative conta ins only the
identity matrix 1. Hence G is a soluble group and possesses the derived series
G = 00:J 0 1 :J O2 :J...:J On = {I}.
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The center of the group (G ; 0) contains the special upper triangular matrices A with
A 0 B = B oA for every B in G . If the coefficients of A are designated by aik and the
coefficients of B are designated by bkm , then the values of a ik must satisfy the
following conditions for arbitrary values of bkm :

i,m=1 ....,n

Comparison of coefficients shows that this condition is satisfied only for A = sl with

s E R. The soluble group (G ; 0) possesses the central series {I} c S !:: S !:: .. . with

S = [s l Is E IR }. Thus G is not nilpotent.

Composition series : A normal series G = Ho :J... :JHn = {1} is called a refine­
ment of the normal series G = Go :J... :JGm = {1} of a group (G ; 0) if each of the
groups Gj occurs in the normal series Ho:J ... :JHn and n > m. A normal series
Go :J... :JGn of a group G is called a composition series of G if there is no
refinement of the series.

Similar composition series: Two composition series Go :J... :JGr and Ho :J
... :JHs are said to be similar if their lengths rand s are equal and the quotients
may be arranged so that they are pairwise isomorphic. Thus for similar composi­
tion ser ies there is an index permutation p such that

GJGi + 1 == Hp(i) / Hp(i + 1)

Properties of composition series

(K1) A normal series of a non-trivial group is a composition series if and only if its
quotients are simple groups.

(K2) Let a finite group (G ; 0) be soluble. Then any normal series of G with abelian
quotients may be refined to a composition series whose quotients are cyclic
groups of prime order.

(K3) Every finite group possesses at least one composition series.

(K4) Any two composition series of a finite group are similar (Jordan-Holder
Theorem).

Proof : Properties of composition series

(K1) Let Go :J... :JGn be a normal series of G. By the extended third isomorphism
theorem, its quotients are simple if and only if there is no normal subgroup

of Gj which contains Gi+ 1 and is different from both G j and Gi+1. This is the
case if and only if the normal series cannot be refined and hence is a com­
position series.



www.manaraa.com

480 7.8.4 General Groups: Normal series

(K2) Let G = Go :J...:JGn = {1} be a normal series with abelian quotients. Assume
that the order of the quotients GjIG j

+1is not a prime. Since the order of the
group GjIG j +1is a product of primes, by the first theorem of Sylow in Section
7.8.3 the group GjIG j +1contains a subgroup U of prime order p. Due to its
prime order, the group U is cyclic. It is a normal subgroup in the abelian group

GJG j+ 1·

Since the quotient group Gj IG j +1 contains the proper normal subgroup U,
by the extended third isomorphism theorem the group Gj contains a normal
subgroup H with Gj:J H :JGj+1and HI Gj +1= U. Since GjIG j +1 is abelian,
by property (K2) of commutator groups Gi +1 contains the derivative [G i, GJ
Then H :JGj+1implies H :J [Gi' Gil, so that by (K2) the quotient Gj I H is also
abelian. The quotient HIG j +1= U is also abelian. Hence Go :J...:JGj:J H :J
Gj+1:J...:JGn is a normal series with abelian quotients. Since G is a finite
group, the normal series may be refined until the order of each quotient is a
prime.

(K3) The statement is true for trivial groups with the composition series G =

Go = {1} and simple groups with the composition series G = Go :J G1= {1}.
Assume that the statement is true for groups of order < s . It is to be shown
that in this case the statement is also true for non-simple groups of order s.

Let G be a group of order s. By hypothesis G contains a proper normal sub­
group N of order < s with the composition series N = No :J...:JNm= {1}. Let
N be a maximal proper normal subgroup in G. Then the quotient group GIN
is simple. By property (K1), the group G of order s possesses at least one
composition series G :J N:J N1:J...:JNm = {1}.

(K4) The statement is true for trivial and simple groups. Assume that the state­
ment is true for groups of order < s. It is to be shown that in this case the
statement is also true for non-simple groups of order s. Let two composition
series be given for a non-simple group G of order s :

G

G

GO:JG1 :J :JG r

Ho :JH1 :J :J H,

{1}

{1}

(1)

(2)

If G1= H1, then since ord G1< ord G the induction hypothesis implies that
the lengths rand t are equal and that the quotients may be arranged so that
they are isomorphic : GJG j+ 1 == Hp(j/Hp(j+1l for os t c r. Hence the
statement holds for the group G of order s.
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If G1~ H1 ' the groups G1 and H1 are normal subgroups of G. By the second iso­
morphism theorem , G1oH1 isasubgroupofGwith normal subgroup G1 <J G1oH1.

The subgroup G1oH 1 is a normal subgroup of G :

1\ 1\ V (a og1 oh1=g2 oa oh1=g2 oh2oa) <0> G1oH 1 <J G
a E G 9, E G, 92EG,

h, EH, h2 EH ,

By the th ird isomorphism theorem, G1oH 1 IG 1 is a normal subgroup in G/G 1•

Since G1is a proper subgroup of G 10 H1 ' the group G10 H1 IG 1is non-trivial. But
by the definition of a composition series the quotient group GIG 1is simple. Hence

G/G 1 = (G1oH1)/G1, and therefore G = G1oH 1 . For the group G = G1oH 1 with

the normal subgroups G1 and H1, the second isomorphism theorem impl ies :

- The group F := G 1n H1 is a normal subgroup of G1 and of H1 .

- G/G 1 == H1IF and G/H 1 == G1/F (3)

By (K3) , the finite group F possesses a composition series F = F0 ~ .. . ~ Fm = {1}.
By the definition of a composition series, the quotient groups G/G 1 and G/H 1 are

simple. Therefore by the isomorphism (3) the quotient groups H1I F and G1IF are
simple groups. This yields the following composition series:

G = Go ~ G1 ~ F ~ F1 ~ ~ Fm = {1}

G = Ho ~ H1 ~ F ~ F1 ~ ~ Fm = {1}

(4)

(5)

The quotients of the series (4) are G/G 1, G1IF and FJFi+1, the quotients of the

series (5) are G/H 1 == G1IF, H1IF == G/G 1 and FJFi+1. These quotients may be
arranged so that they are pairwise isomorphic. Hence the composition series (4)
and (5) are similar.

The composition series (1) and (4) contain composition series forthe group G1with

ord G1< ord G. By the induction hypothesis, the series for G1are similar, and hence
the series (1) and (4) for G are also similar. Likewise, the composition series (2)

and (5) are similar. Hence the similarity of (4) and (5) implies the similarity of (1)
and (2) .
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7.9 UNIQUE DECOMPOSITION OF ABELIAN GROUPS

Introduction : By the fundamental theorem for abelian groups in Section 7.6.6,
every finitely generated abelian group may be represented as a direct sum of cyclic
subgroups. In the representation provided by the fundamental theorem for abelian
groups , the orders of the finite summands form a divisor chain . There is, however,
also another representation for abelian groups. Example 1 of Section 7.6.4 shows
that for the same number of summands different (isomorphic) subgroups may be
chosen as summands. The number of summands may also vary. The question
arises whether there is a systematic relationsh ip between the different decomposi­
tions of an abelian group.

The search for the possible decompositions of a finitely generated abelian group
begins with the decomposition of the cyclic groups into direct sums of indecompos­
able subgroups whose order is either infinite or a prime power. Using this result,
the decomposition of the abelian group into cyclic summands determined in the
fundamental theorem for abelian groups is refined by decomposing each of these
summands into indecomposable cyclic groups. The finite summands of the refined
decomposition are combined into the torsion subgroup, the infinite summands are
combined into a torsion-free subgroup. The abelian group is the direct sum of the
torsion subgroup and the torsion-free subgroup.

The decomposition of the torsion subgroup into summands of prime-power order
is unique up to isomorphism. The number of summands of infinite order is also
unique . Using this unique decomposition, every finitely generated abelian group
may be described by a small number of invariants, which define the type of the
group. Finitely generated abelian groups are isomorphic if and only if they are of
the same type.

Representation as a direct sum : The representation of abelian groups as di­
rect sums is treated in Section 7.6.4 with properties (01) to (03). Finite abelian
groups have a further property:

(04) Every finite abelian group is the direct sum of its Sylow p-subgroups.

Proof : Abelian group as a direct sum of its Sylow p-subgroups.

Let the order of the abelian group G be m. The natural number m is decomposed
into prime powers: m = m1 " . " ms with mj= P~ i and Pj ~ Pk for i ~ k. By property
(S1) of Sylow p-subgroups in Section 7.8.3, for every factor mj the group G con­
tains a Sylow pi-subgroup Hj of order mj • Since every G-conjugate of the abelian
group Hi coincides with Hi' the corollary to the second theorem of Sylow shows
that Hj is the only Sylow pi-subgroup of G.
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In the sum H1 + ... + Hs' let a1 +... + as = 0 with ajE Hjbe a representation of the
identity element. The roth multiple of this equation is formed with r = m2 " · " ms'
Then mja j = 0 implies ra 2 = .. . = ras = 0, and it follows that ra 1 = O. Since the order
of H1 is prime to r, this implies a1 = O. Analogously, it follows that a2 = ... = as = O.
By (01), the sum is therefore direct.

The order of the direct sum H1$ . ..$ Hs is the product m 1 · " " ms of the orders of
its summands, and is therefore by hypothesis equal to the order of G. Hence
H1 $ ... $ Hs = G.

Decomposable abelian groups: An abelian group (G ; +) is said to be decom­
posable if it is the direct sum of at least two proper subgroups. Otherwise, the group
is said to be indecomposable.

G is decomposable := G = G1 $ ... $ Gn 11 n ~ 2

By property (04), every indecomposable abelian group is a p-group. There are,
however, p-groups which are decomposable. For example, Klein's four-group in
Example 1 of Section 7.6.4 is of order 22 , but by Example 1 in Section 7.6.6 it is
decomposable.

Decomposability of cyclic groups : The infinite cyclic group is indecompos­
able. A cyclic group of finite order m is indecomposable if and only if m is a prime
power p",

Proof : Decomposability of cyclic groups

(1) Let z a and Z b be arbitrary subgroups of the group (Z ; +) of the integers. With
c = Icm(a, b), the intersection ZanZb is the subgroup Zc ~ {OJ. Hence by
property (02) in Section 7.6.4 the group Z is indecomposable. All infinite
cyclic groups are isomorphic with Z , and hence also indecomposable.

(2) Let G be a cyclic group of order p" with the prime p and the exponent n ~ 1.
Let H1 and H2 be subgroups of G with ord H1 = p' and ord H2 = pr+s and
r,s ~ O. Since p' is a divisor of pr+s, by property (U2) of cyclic groups in
Section 7.3.6 H2 contains exactly one subgroup S of order proAgain by (U2),
G does not contain more than one subgroup of order pro Hence S = H1 , and
therefore H1~ H2 · By property (02) in Section 7.6.4, the sum H1 + H2 is not
direct, since H1 n H2 ~ {O} for H1 ~ {O} . Hence the group G is indecompos­
able.

Let a cyclic group G of order m be indecomposable. Then a direct sum for
Gcontains only G itself. Since every cyclic group is abelian, by (04) the group
G is the direct sum of its Sylow p-subgroups. Hence the order m of G is a
prime power p''.
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Decomposability of abelian groups : Every non-trivial, finitely generated abe­
lian group is the direct sum of a finite number of indecomposable cyclic groups.

Proof : Decomposition of abelian groups into indecomposable cyclic groups

By the fundamental theorem for abelian groups , every finitely generated abelian
group (G ; +) may be represented as a direct sum of a finite number of cyclic sub­
groups. The finite cyclic summands may in turn be decomposed into their Sylow
p-subgroups T j • These cyclic subgroups are indecomposable. The infinite cyclic
summands Uk are also indecomposable. Hence every finitely generated abelian
group is a direct sum of a finite number of indecomposable cyclic groups.

G = T1 EB ... EB TmEB U1EB ... EB Un

T j finite cyclic Sylow p-subgroups
Uk infinite cyclic groups

Notes:

(1) Klein 's four-group of prime-power order 22 is decomposable but not cyclic .

(2) The indecomposability of a cyclic group of prime-power order does not imply
that the group contains no subgroups, but rather that it cannot be represented
as a direct sum of these subgroups.

(3) If an abelian group is decomposed into its Sylow subgroups, then for every
prime p there is exactly one Sylow p-subgroup. This subgroup is, however,
generally not cyclic.

(4) If an abelian group G is decomposed into cyclic subgroups, different sum­
mands T, and Tm of the direct sum may each contain a Sylow p-subgroup
Hj and Hm, respect ively, for the same prime p. These Sylow p-subgroups are
necessarily cyclic . The subgroup Hj is a Sylow p-subgroup in the summand
T j , but not in the group G. The subgroup Hm is a Sylow p-subgroup in the
summand T rn ' but not in the group G.

Torsion group : Let (G ; +) be a finitely generated abelian group. The elements
of finite order in G form the torsion subgroup torG of G (see Section 7.6.2). The
abelian group G is said to be torsion-free if torG = {OJ. The group G is called a
torsion group if tor G = G. As a subgroup of the abelian group G, the torsion sub­
group torG is a normal subgroup in G. According to Section 7.6.2, the quotient
group G / tor G is torsion-free.
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Unique decomposition of an abelian p-group : Every finite abelian group
(G ; +) whose order is a prime power p'" is the direct sum of indecomposable cyclic
subgroups Gj whose orders pm,are uniquely determ ined. Hence the decomposi­
tion of the p-group G into indecomposable cyclic subgroups is unique up to iso­
morphism and the order of the summands.

G = G1 EB ...EB Gs
ord G = pm= pm,+...+ms

with Gj = gp(aj )

with ord Gj = pm,

Proof : Unique decomposition of an abelian p-group

(1) It was already shown that every non-trivial, finitely generated abelian group
is the direct sum G1 EB ...EB Gs of indecomposable cyclic groups . The proof
that this decomposition is unique for p-groups is carried out by induction. It
is to be shown that G is the direct sum of a unique number s of groups
G1, ..., Gs with unique orders ord Gj = mi '

(2) It was already proved that a cyclic group of prime order p is indecomposable.
The statement is therefore true for ord G = p. For groups with ord G = p'" with
m ~ 2, the statement is assumed to be true for groups of order less than p'" .
To prove that in this case the statement also holds for groups with ord G = pm,
the scaled group pkG with k E N is considered.

(3) Since the cyclic group Gj = gp(a j ) of order pm; satisfies pkG j = gp(pk aj) ,
mj is the least exponent for which pm; Gj = {OJ holds. By Section 7.6.6 :

pkG = pkG1 EB ...EB pk Gs

Thus r := max {rn. , ..., ms } is the least exponent with the property p' G = {OJ.
Since this property depends only on the group G, r is the same for every
decomposition of G. Hence every decomposition conta ins at least one sum­
mand of order pro The remaining summands form a decomposition of a finite­
ly generated abelian group whose order is less than p'" into indecomposable
cyclic subgroups. By the induction hypothesis, they are therefore unique up
to isomorphism and order. Altogether, it follows that the decomposition of G
is also unique up to isomorphism and the order of the summands.

Unique decomposition of a finite torsion group : Every finitely generated tor­
sion group G ~ {OJ is the direct sum G1 EB ...EB Gm of indecomposable cyclic sub­
groups , whose orders qj:= ord Gj are prime powers . The orders q1 ,...,qm are
uniquely determined. The decomposition of G into indecomposable cyclic groups
is thus uniquely determined up to isomorphism and the order of the summands.
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Proof : Unique decomposition of a finite torsion group

(1) Every finitely generated abelian group is the direct sum of a finite number of
indecomposable cyclic groups Gj . Since G is a torsion group, the summands
Gj are finite. But the order of an indecomposable finite cyclic group is a prime
power. In the direct sum, summands whose orders are powers of the same
prime p are combined into the Sylow p-subgroup Sk of G.

G = G1 EEi .. . EEi Gm = S1 EEi .. . EEi Sn

(2) The order of each Sylow p-subgroup Sk is uniquely determined. In the de­
composition of each p-group Sk into indecomposable cyclic groups, the
orders of these groups are uniquely determined. Thus the orders qj of the
summands G1,...,Gm are uniquely determined.

(3) Cyclic groups of equal order are isomorphic. The orders q1' ..., qm of the
cyclic groups Gi in G = G1 EEi ... EEi Gm are uniquely determ ined. Hence this
decomposition is uniquely determined up to isomorphism and the order of the
summands.

Unique decomposition of a torsion-free group : Every finitely generated
torsion-free abelian group is the direct sum of a finite number of indecomposable
infinite cyclic subgroups whose number is uniquely determined. Hence the decom­
position of G into indecomposable infinite cyclic groups is uniquely determined up
to isomorphism and the order the summands.

Proof : Unique decomposition of a torsion-free group

(1) Every finitely generated abelian group is the direct sum of a finite number of
indecomposable cyclic groups Gj • Since the group G is torsion-free, all sum­
mands Gj are infinite groups .

G = G1 EEi ... EEi G,

(2) The scaled group 2G is a normal subgroup in G. According to Section 7.6.6,
the quotient group G/2G is the direct sum of groups Hi which are isomorphic
to the quotient groups GJ2G j of order 2. The order 2r of the quotient group
G/2G depends only on G. Hence r is uniquely determined.

G/2G = H1 EEi ... EEi H, with Hj == GJ2Gj and ord Hi = 2

ord G/2G = 2r

(3) Every infinite cyclic group is isomorphic to the additive group (2': ; +) of the
integers. The number of infinite cyclic groups is uniquely determined. Hence
the decomposition is uniquely determined up to isomorphism and the order
of the summands.
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Unique decomposition of an abelian group : Every finitely generated abelian
group (G ; +) is the direct sum of its torsion subgroup T and a torsion-free subgroup
U. The torsion subgroup T is the direct sum of a finite number of indecomposable
cyclic groups T 1" ' " Tm of unique prime-power order. The torsion-free subgroup
U is the direct sum of indecomposable infinite cyclic groups U1, . .. , Un whose finite
number n is uniquely determined. The decomposition of the group G into its tor­
sion subgroup and a torsion-free subgroup is unique up to isomorphism and the
order of the summands.

G=T$U

T = T 1 $ $ Tm

U = U1 $ $ Un

finitely generated abelian group

torsion subgroup tor G

torsion-free subgroup

Proof : Unique decomposition of an abelian group

Every finitely generated abelian group (G ; +) is a direct sum of indecomposable
cyclic groups . Let G be the direct sum of the finite cyclic groups H1" ' " Hr and the
infinite cyclic groups W 1" ",Ws :

G = H1 $ ...$ H, $ W1$ ···$ Ws

The direct sums T and U are formed from these summands. If all summands are
finite, let U := {OJ. If all summands are infinite, let T := (OJ.

T = H1 $ ...$ H,

U = W1$···$ Ws

(1) The group T is the torsion subgroup of G if it contains exactly the elements
of G of finite order. For an arbitrary element g E G = T $ U of finite order k,
there is a unique sum g = t + u with t E T and u E U. Then kg = kt + ku = 0
implies ku = 0, and hence u = O. Thus g is an element of T. Conversely, since
T is a finite subgroup of G, every tET is an element of G of finite order.

(2) The group U is torsion-free if for an arbitrary element u E U the equation
ku = 0 is only satisfied for k = O. Since U = W1$ ...$ Ws is a direct sum, u is
a unique sum u1 + ... + Usof elements UjE Wj. By definition of the direct sum,
the condition ku = k u1 + ... + k Us = 0 is only satisfied if each of the terms is
zero , that is if k uj = 0 for i = 1,... ,S. Since every element uj is of infinite order,
this implies k = O. Hence the group U is torsion-free.

(3) The torsion group T contains exactly the elements of G of finite order and is
therefore uniquely determined by the group G. The subgroup T is a normal
subgroup of the abelian group G. The second isomorphism theorem yields
G/T = (U + T) IT == U I (Un T). Since G is the direct sum of the subgroups U
and T, UnT = {OJ. Together this yields G IT == U/{O} == U. Thus, since T is
uniquely determined by G, U is uniquely determined by G up to isomorphism.
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By the preceding proofs, the groups T and U have unique decompositions.
The torsion group T is the direct sum T 1EB ...EB Tm of indecomposable cyclic
groups Ti of prime-power order. The torsion-free group U is the direct sum
U1EB ...EB Unof indecomposable infinite cyclic groups Uj • The decompositions
of T and U are unique up to isomorphism and the order of the summands.

Type of a finitely generated abelian group : Every finitely generated abelian
group may be described by a small number of invariants using its decomposition
into indecomposable cyclic subgroups : The prime powers of the orders of the finite
summands and the number of infinite summands. The tuple of the invar iants of a
finitely generated abelian group (G ; +) is called the type of the abelian group and
is designated by type G.

typeG := (p~" ,p~m ;n)

Pi primes P1 ::; ::; Pm with m 2':0
ni positive integer exponent of Pi : p, = Pi+1 = nj::; ni+ 1
n number of infinite summands

Two finitely generated abelian groups are isomorphic if and only if they are of the
same type. The invariants of the type are named as follows:

pn; i-th torsion coefficient of G
I

n Betti number of G

Proof : Isomorphism of abelian groups of the same type

(1) Let the groups G and H be of the same type. Then the summands Gj in
G = G1 EB ...EB Gm and Hi in H = H1 EB ...EB Hm are pairwise isomorphic to
a group ofresidue classes :z qj with qi= pnj orto the qroup Z of integers. The
isomorphism of the summands implies thle isomorphism of the direct sums .

(2) Let the groups G and H be isomorphic. Then there is a bijective homomorphic
mapping f: G-H with f(g) = h. The group G has a unique decomposition
G = G1 EB ...EB Gm, which is described by type G. Hence for every element
g E G there is a unique sum g = gl + ... + gm with gjE Gi . Since f is homo­
morphic, the image of the element g is :

h = f(g) = f(gl + ···+gm) = f(gl)+···+f(gm) = h1+ ... +hm

Since the representation gl + + gn of g is unique and the mapping f is bi-
jective, the representation h1+ + hmof h is also unique. Hence H may be
represented as the direct sum H1 EB ...EB Hm with Hi = f( Gj). Since f is bijec­
tive , ord Hi = ord Gj . Altogether, it follows that type G = type H.
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8.1 INTRODUCTION

The structure of mathematics is based on relations between the elements of sets.
The sets contain given elements. The relations are also sets and contain tuples
which are formed from the elements of sets according to given rules of operation .
In this manner, relationships between selected elements of sets are described
symbolically.

The relations between elements may be visualized diagrammatically. In the dia­
gram, the elements are represented as vertices, whereas the relationships are
represented as edges. Simple relations can thus be represented visually in a
plane. A relation for which such a visualization exists is called a graph. The dia­
gram of vertices and edges is often also called a graph.

Since a graph is a visualizable relation, the algebra of relations forms the basis of
graph theory. The algebra of relations for finite sets may be transformed into a
boolean vector and matrix algebra. Basic definitions and rules of the algebra of
relations for finite graphs are treated in Section 8.2.

Various applications require graphs with specific properties. Simple graphs , di­
rected graphs , bipartite graphs , multigraphs and hypergraphs are distinguished
with respect to these properties. The nomenclature for graphs varies considerably
in the literature. For instance , simple and directed graphs are often also called ordi­
nary graphs and digraphs, respectively. The different classes of graphs, their prop­
erties and their relationsh ips are treated in Section 8.3.

Graphs may be classified with respect to their structural properties. For this pur­
pose, the graph is considered as a domain consisting of vertices and edges . An
edge sequence in the graph is a chain of connected edges which form either a path
or a cycle. The study of paths and cycles leads to a definition of different forms of
connectedness of graphs. The removal of some of the vertices and edges of a
graph (a cut in the graph) leads to subgraphs; their connectedness is an essential
structural property of the graph. The fundamentals of the structural analysis and
further classification of simple and directed graphs are treated in Section 8.4.

The determination of paths in networks with specific properties is a basic problem
of graph theory. A network is represented as a weighted graph in which the edges
are weighted according to the properties under consideration. The various path
problems are unified by abstraction. This leads to a path algebra for weighted
graphs . The fundamentals of the path algebra and the algebraic methods of solu­
tion are treated in Section 8.5.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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The determination of flows in networks is a problem in graph theory related to the
theory of optimization. As in the case of path problems, the networks for flow prob­
lems are represented by weighted graphs. The flows in the network must satisfy
the law of conservation of mass and may be bounded by given capacities. Todeter­
mine optimal flows , the principles of optimization are applied to graph theory. The
fundamentals of flows in networks are treated in Section 8.6.

Graph theory has a large spectrum of applications. In computer science, for exam­
ple, graph theory is applied in the theory of automata, in the theory of networks and
in connection with formal languages and data structures. In engineering, it is
applied to object-oriented modelling in the study of communications, transport and
supply systems and of planning, decision and production processes. Some ap­
plications are shown as examples in connection with the theoretical foundations.
The theoretical foundat ions treated here, as well as their applications, are re­
stricted to finite graphs .
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8.2 ALGEBRA OF RELATIONS

8.2.1 INTRODUCTION

The algebra of relations is based on boolean algebra and the algebra of sets. The
basic definitions of these algebras are treated in Chapters 2 and 3. Their relation­
ship is indicated in the following .

Boolean algebra : Boolean algebra is based on the two truth values "false" and
"true". Unary and binary operations are defined for these truth values. The nega­
tion ..., is a unary operat ion. The conjunct ion II and the disjunction v are binary
operations.

Algebra of sets : The algebra of sets is based on definitions and rules of set
theory. If the elements of a set are taken from a given reference set, then the set
may be regarded as a unary relation in the reference set. Unary and binary opera­
tions for sets are defined on the basis of boolean operations. The complement ­
is a unary operation . The intersection n and the union u are binary operations.

Algebra of relations : The algebra of relations is based on the definition of rela­
tions. A binary relation is a set of ordered pairs of elements. It is a subset of a carte­
sian product of two sets. Since every relation is a set, all operations on sets may
also be applied to relations. The complement - is a unary operat ion. The intersec­
tion n and the union u are binary operations. In addition to these operations on
sets, the transposition T is defined as a unary operation for the dual relation and
the multiplicat ion 0 is defined as a binary operation for the composition of rela­
tions.

Boolean vectors and matrices : For finite sets, the algebra of relations is con­
veniently represented in vector and matrix form. Unary relations are boolean vec­
tors , binary relations are boolean matrices with the truth values "false" and "true".
The rules of boolean vector and matrix algebra are similar to the rules of vector and
matrix algebra for real numbers .

Notation : Unary relations are represented by lowercase letters , binary relations
by uppercase letters. The corresponding boolean vectors and matrices appear in
boldface.
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8.2.2 UNARY RELATIONS

Introduction : A unary relation is a subset of a set. Thus all rules of the algebra
of sets hold for unary relations. Unary relations are specified by boolean vectors.
This leads to a boolean vector algebra for unary relations.

Definition : Let a non-empty set M of elements and a unary operation on these
elements be given. The value of the unary operation Rx for an element x is true
or false. The corresponding unary relation u is the set of all elements x for which
the unary operation Rx is true . It is a subset of M. The number of elements in the
unary relation u is designated by I u I.

u := {xEM I Rx} ~ M

Vector representation : Let M be a set with n elements. The elements of Mare
indexed by a mapping f : N~ M with f(i) = Xi and 1 5 is n, so that M = {x1' ... , x.},
A unary relation u ~ M is a subset of M . The elements of M which belong to the
relation u are specified by a boolean vector u of dimension n. Every element xj E M
is bijectively associated with an element UjEU. If the relation u contains the ele­
ment xi' then ui has the value true (1) ; otherwise uj has the value false (0).

A boolean vector U is an n-tuple of the truth values W = {O,1}, and hence an ele­
ment of the n-fold cartesian product Wn. The elements of a vector U are usually
arranged in a column scheme by regarding the index of the element uj as a row
index . In formulations of general properties and rules, a vector U is represented
by a general element uj in square brackets.

U
W = {0,1}

U E wn

Graphical representation : The elements of a set may be represented in a one­
dimensional grid. Each grid point corresponds to an element. The grid points con­
tained in a unary relation are marked. The grid diagram is a graphical image of the
boolean vector.
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Example 1 : Representation of unary relations

Let a set M of elements and a unary relation u ~M be given . The grid diagram and
the boolean vector u are shown :

M = {a,b,c,d,e} a

b

o a

b

cue

dOd

u = {b,c,e} ~ M e e

Special relations : The empty relation 0 and the universal relation e = M are spe­
cial unary relations in the set M. They are also called the null relation and the all
(complete , total) relation. The null relation corresponds to the boolean zero vector
0, the all relation e corresponds to the boolean one vector e. A unary relation with
exactly one element x E M is called a point relation or a point. A point relation is
represented by a boolean unit vector. It is often designated by the name of its ele­
ment.

null relation 0 { }
point relation x {x}

all relation e M

null relation 0 point relation x all relation e

0 0

0

0= 0 x = 0 e=

0 0

Equality and inclusion : The operations of equality u = v and inclusion u b von
the relations u,v yield the logical constant true or false. If u = v is true, then u and
v are equal. If u c v is true , then u is contained in v.

equality U =V := 1\ (XEU = XEV)
x

inclusion u b v := 1\ (X EU = XEV)
x

equality u=v := 1\ (u, = vi)
I

inclusion u b v := 1\ (u, = v.)
I
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Unary operation : The complement u is a unary operation on the relation u in
the set M. It contains all elements x E M which are not contained in u.

complement

complement

u
u

Binary operations : The intersection u n v and the union u u v are binary op­
erations on the relat ions u and v. They are defined according to set theory :

intersection u n v {x XEU II XEV}

union u u v {x XEU v XEV}

intersection un v [u j II vd
union u u v [u j v vd

Example 2 : Operations on unary relations

Let two boolean vectors u, v E W4 be given . The complement U, the intersection
un v and the union u u v are determined.

~ ~ ~ ~ ~
1 1 - 0 1 1

U= ~ V= ~ U= ~ u nv= ~ u uv= ~

Algebraic structure : The unary relations in a reference set M are subsets of M.
All of the different subsets of M are collected in the power set P(M). According to
Section 3.4.3, the domain (P(M) ; n , u , - ) with the power set P(M) and the opera­
tions n , u , - is a boolean lattice. The following laws hold for the operations on
elements u, v, w of the power set P(M) :

Property Intersection n Union u

associative (u n v) n w = u n (v n w) (u u v) u w = u u (v u w)

commutative unv = vnu uuv = vuu

adjunctive un (u u v) = u u u (u n v) = u

distributive un (v u w) = (u n v) u (u n w) u u (v n w) = (u u v) n (u u w)

zero element u n 0 = 0 u u 0 = u

unit element u ne = u u u e = e

complement u nu = 0 u u u = e
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In a boolean lattice, the inclusion u t; v may be defined as follows in terms of the
intersection , the union and the complements of the relations :

inclusion: u c v := u n v

= unv
u = u uv

o = u uv
v

e

The inclusion u b v is reflexive, antisymmetric and transit ive. Hence it is a partial
order relation. In the power set P(M), the null relation 0 is the least relation, since
it is contained in all relations , and the all relation e is the greatest relation, since
it contains all relations.

Property Inclusion

reflexive u !:u

antisymmetric uev II v !: u = u = v

transitive u ev II v !:w = u !: w

extreme 0 !: u u !:e
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8.2.3 HOMOGENEOUS BINARY RELATIONS

Introduction : A binary relation is a subset of the cartesian product of two sets .
The relation is said to be homogeneous if the two factors of the product coincide.
Thus a homogeneous binary relation contains ordered pairs (x, y) E M x M. Since
every relation is a set, the rules of the algebra of sets also hold for homogeneous
binary relations. Additional properties and rules result from the duality and com­
position of relations. Homogeneous binary relations are specified by quadratic
boolean matrices. This leads to a boolean matrix algebra for binary relations.

Definition : Let a non-empty set M of elements and a binary operation for a rela­
tion R on M be given. The value of the binary operation x Ryon the elements x E M
and y E M is true or false. The corresponding homogeneous relation is the set of
all ordered pairs (x, y) for which the binary operation xRy is true. It is a subset of
the homogeneous cartesian product M x M. The number of pairs in the binary
relation R is designated by I R I.

R := {(x,y) E M xM I xRy} c M xM

Matrix representation : Let M be a set with n elements. The elements of Mare
indexed by a mapping f : N~M with f(i) = Xi and 1 :5 i :5 n, so that M = {x 1,oo .,x n } .

A homogeneous binary relation R ~ M x M is a subset of M x M. The elements of
M x M which belong to the relation are specified by a boolean matrix R of dimen­
sion n x n. Every element (Xi ' xj ) E M x M is bijectively associated with an element
rij E R. If the relation R contains the element (x i ' Xj ), then 'u has the value true (1) ;
otherwise rij has the value false (0).

A boolean matrix R of a homogeneous relation R is an n2-tuple of the truth values
W = {O,1}, and hence an element of the n2-fold cartesian product Wn ' " . The
elements of a matrix R are usually arranged in a row and column scheme by re­
garding the indices i, j of the element rij as row and column indices, respectively.
In formulations of general properties and rules, a matrix R is represented by a
general element rij in square brackets.

R

r11 ... r1j ... r1n

rj 1 ... ri j ... rin

rn 1 ... rnj ... rn n

W={0,1}

R E ve:»
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Graphical representation : A homogeneous binary relation R on a set M is visu­
ally represented in a grid diagram, a relational diagram or a graph diagram . In the
following , the different representations are described and illustrated by examples.

The grid diagram is a two-dimensional orthogonal grid with horizontal and vertical
grid lines for the elements of the set M. Every grid point corresponds to a pair (x, y)
E M x M. The grid points of the pairs (x, y) E R contained in the homogeneous rela­
tion R are marked . The grid diagram is a graphical image of the boolean matr ix R.

The relational diagram consists of two point sets , each of which represents the set
M of elements with their designations. If an element x is related to an element y,
an arrow is drawn from the point x of the first point set to the point y of the second
point set. The homogeneous relation R corresponds to the resulting set of arrows.

The graph diagram consist of a point set which represents the set M of elements
with their designations. If an element x is related to an element y, an arrow is drawn
from the point x to the point y. The homogeneous relation R corresponds to the
resulting set of arrows. The graph diagram shows the elements of the set M and
the relationships in a network-like structure. It is the representation used in graph
theory. The points used to represent the elements are called vertices, the arrows
are called directed edges .

Example 1 : Representation of a homogeneous relation

Let a set M of elements be given , and let a homogeneous relation R be given as
a set of pairs of elements from M x M. The boolean matrix R and the various graph­
ical representations are shown.

M = {a,b,c, d, e}

R = {(a, b), (a, d), (b, a) (c, a), (c, d), (d, c), (d, e), (e, e) }

grid diagram and boolean matrix

abc d e

e

0 11 0 1 0
1 0 0 0 0
1 0 0 1 0
o 0 1 0 1

o 0 0 0 1

a
b

R = c
d

abc d e

ami-b -
c -~
d -

I
e I

relational diagram and graph diagram

e
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Special relations : The null relation (empty relation) 0, the identity relation I and
the all relation (universal relation) E are special homogeneous binary relations on
a set M. The corresponding boolean matrices are the zero matrix 0, the identity
matrix I and the one matrix E, respectively.

null relation 0 = { }

identity relation I = { (x, x) I x EM}

all relation E = M x M

0=

null relation 0

0 0 ... 0

0 0

0 0

0 ... 0 0

1=

identity relation I

1 0 ... ... 0

0 1

1 0

0 ... ... 0 1

E=

all relation E

1 1 ... 1

1 1

1 1

1 ... 1 1

Equality and inclusion : The operations of equality R = S and inclusion R ~ S
on homogeneous relations R, S yield the logical constant true or false . If R = S
is true, then Rand S are equal. If R c S is true, then R is contained in S.

equality R=S := /\ /\ ((X,y)E R = (X,y)ES)
x y

inclusion R ~ S := /\ /\ ((x,y) E R =* (x, y) E S)
x y

equality R=S := /\ /\ (roo = Sij)
i j IJ

inclusion R ~ S := /\ /\ (roo =* Sij)
i j IJ

Unary operations : The complement Rand the transpose RT are unary opera­
tions on a homogeneous binary relation R. The complement Rcontains all pairs

of elements (x, y) of the cartesian product M x M which are not contained in R.The
transpose RT contains the dual pair (y, x) for every pair (x, y) of elements of R. It

is therefore also called the dual relation.

complement R {(x,y)EMxM (x, y) rt R}

transpose RT {(y,x) E MxM (x, y) E R}

complement R [ -, rij1
transpose RT [ rjd

A boolean matrix R is transposed according to the usual rules of matrix algebra,
namely by interchanging the rows and columns of R.
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Binaryoperations : The intersection Rn S, the union R u S and the product RoS
are binary operations on the homogeneous relations Rand S. The intersection and
the union are defined as in set theory. The product corresponds to the composition
of two relations; the operat ion of forming products is called multiplication. In the
algebra of relations it is convenient to define the composition RoS of the relations
in the order "first R, then S". This definition allows a direct transfer to boolean matrix
algebra. However, it differs from the definition of the composition of relations in
Section 2.4, since the order of Rand S is reversed.

intersection RnS {(x,y) (x, y) E R 1\ (X,y) ES}

union RuS {(x, y) (x , y) E R v (x, y) E S }

product R oS {( x, y) V ((x, z) E R 1\ (Z,y) ES)}
z

intersection RnS [r ij 1\ Sij 1
union R uS [r ij v Sij 1

product R oS [¥ rik 1\ Skj 1

The operat ions on boolean matrices are similar to the operat ions on real matrices .
The addit ion and the product of real matrices correspond to the union and the prod­
uct of boolean matrices. The arithmetic operators + and * correspond to the log­
ical operators v and 1\ . Matrix multiplication is conveniently represented in a
graphical scheme.

Example 2 : Operations on boolean matrices

Let boolean matrices R, S of the cartesian product W4 ' 4 of the truth values W be
given . The complement R, the transpose ST, the intersection R n S, the union
R u S and the product R 0 S are determined.

relations Rand S

R=

1 0 1 0
0 1 1 0
1 1 0 1

0 0 1 1

S=

0 0 0 1

1 0 0 1
1 1 0 0

0 0 1 0

complement R and transpose ST

R=

0 1 0 1

1 0 0 1

0 0 1 0
1 1 0 0

0 1 1 0

0 0 1 0

0 0 0 1

1 1 0 0



www.manaraa.com

500 8.2.3 Algebra of Relations : Homogeneous Binary Relations

intersection R n 5 and union R u 5

R n5 =

R u5=

product R 05

1 0 1 0

0 1 1 0

1 1 0 1

0 0 1 1

1 0 1 0

0 1 1 0

1 1 0 1

0 0 1 1

n

u

0 0 0 1

1 0 0 1

1 1 0 0

0 0 1 0

0 0 10 1

1 o 0 1

1 1 0 0

0 o 1 0

0 0 0 0

0 0 0 0

1 1 0 0

0 0 1 0

1 0 1 1

1 1 1 1

1 1 0 1

0 0 1 1

1 234

1

2

3

R 4

R o 5 =T 1 o 0 0 1 1

2 1 t-~ o 1

3 1 ~J- ~

1 2 3 44 0 0 11 0

1 0 1 0 1 1 0 1---
0 1 1 0 1 1 0 1

1 1 0 1~,

o 0 1 1 1 1 1 0

s

T

calculation for t32

4

t32 = V (r3k r; Sk2)
k= l

t32 = (1/\ 0) V (1/\0) V (0 /\ 1) V (1/\ 0)

t32 = 0 v 0 v 0 v 0 = 0

Algebraic structure : Homogeneous binary relations on a set M are subsets of
the cartesian product M x M. All of the different subsets of M x M are collected in
the power set P(M x M). The power set P(M x M) is equipped with an algebraic
structure by the operations n , U , - , 0, T defined above.

The domain (P(M x M) ;n, U , - , 0, T) is called an algebra of homogeneous rela­
tions; it has the following properties :

(1) The domain (P(M x M) ; n , U, - ) is a boolean lattice with the inclusion k: as
a partial order relation.

(2) The domain (P(M x M) ; 0) is a semigroup with the identity relation acting as
the identity element.

(3) The compatibility of the operations c ,- , 0, T is guaranteed by the following
equivalence for R, S,T E P(M x M).

R oS k:T = T o STk: R = RT oT k:S
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The properties of the algebra of homogeneous relations and the resulting rules of
calculation are treated in the follow ing.

Boolean lattice : The domain (P(M x M) ; n ,U , - ) is a boolean lattice with the
following properties for the relations R, S, T E P(M x M) :

Property Intersection n Union u

associative (R nS) nT = R n (S n T) (R u S) u T = R U(S uT)

commutative RnS = SnR RuS = S uR

adjunctive R n (R u S) = R RU(RnS) = R

distributive Rn(SuT) = (R n S) U (R n T) R U (S n T) = (R U S) n (R U T)

zero element Rn0 = 0 Ru0 = R

unit element R nE = R R uE = E

complement RnR = 0 R uR = E

In a boolean lattice , the inclusion !: can be defined as follows in terms of the inter­
section, the union and the complements of relations:

inclusion : R!: S := R n S R
= R nS = 0

= RuS
= R uS

S
E

As in the case of unary relations, the inclusion R !: S of homogeneous binary rela­
tions is a partial order relation with the least relation 0 and the greatest relation E.

Semigroup : The domain (P(M x M) ; 0) is a semigroup with the identity relation
acting as the identity element. The semigroup is not commutative, so that generally
R 0 S ,c.S oR. The following properties hold for R, S,T E P(M x M) :

Property Multiplication 0

associative R 0 (S 0 T) = (R 0 S) 0 T

identity R 0 I = l oR = R

Compatibility: The compatibility of the operations !: , -, 0, T requires that the
following equivalence holds for R, S, T E P(M x M) :

RoS !:T = T oST!:R = RToT!:S
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This equivalence is proved by transforming the following logical expression :

1\ 1\ 1\ [(x,y) ER 11 (y,z)E8 = (x.zj e T]
x y z

(1)

The logical expression is transformed according to the rules of formal logic and the
definitions of the operations on relations. The rule (a = b) = (( --, a) v b) for impli­
cation as well as De Morgan's rules --, (a A b) = (( --, a) v ( --, b)) and --, (a v b) =
(( --, a) A ( --, b)) are used.

1\ 1\ 1\ [(x,y) ~ R v (y, z) ~8 v (x, z) ETj (2)
x y z

The logical expression (2) yields three equivalent expressions:

1\ 1\[ 1\((x,y)~R v (y,z)~8) v (x,z) ETj =
z x y

1\ 1\ [ 1\ ((y, z) ~ 8 v (x, z) E T) v (x, y) ~ R ] =
x y z

1\ 1\ [1\ ((x,y)~R v (x, z) E T) v (y,z)~8]
y z x

(3)

Each of the three expressions in (3) is again transformed. The transformation for

the first expression is shown.

1\ 1\ [ 1\ ((x, y) ~ R v (y, z) ~8) v (x, z) ET] =z x y

1\ 1\ [ 1\ --, ((x, y) ER A (y, z) E8) v (x, z) ET] =z x y

1\ 1\ [--, V((x, y) ER A (y, z) E 8 ) v (x, z) ET] =z x y

1\ 1\ [ V((x, y) E R A (y, z) E8) = (x, z) ET] =
z x y

1\ 1\ [ (x, z) E R08 = (x, z) ETj
z x

The transformation of all three expressions in (3) leads to the following result:

1\ 1\ [(x, z) E R08 = (x, z) ET] =z x

1\ 1\ [(x, y) E To 8 T = (x, y) E Rj =x y

1\ 1\ [(y, z) E RToT = (y.zj e S] (4)
y z

With the definition of inclusion, (4) implies the above equivalence for compatibility
of the operations b:, - , 0,T :

R08b:T = T 08Tb:R = RToTb:S (5)

The inclusion b: is equivalent to expressions which contain the intersection and
the union of the sets. Hence the compatibility cond ition (5) contains all of the opera­
tions n , U, - , 0,T on the homogeneous relations in the power set P(M x M).
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Rules of calculation : The rules of calculation for homogeneous binary relations
are derived from the properties of the algebraic structure of these relations. All rules
of calculation for sets also hold for relations. Additional rules of calculation for the
transposition and the multiplication of homogeneous binary relations are compiled
in the following without proofs.

Transpos ition Multiplication

0T = 0 IT = I ET = E R o0= 0 oR= 0

(RT? = R RI;;;S =0> O oR I;;; O oS
-

ATRT = RI;;;S =0> R oO I;;; S oO

RI;;;S .... RT I;;; ST R 0 (S n T) I;;; R oS n R oT

(R n S)T = RT n ST (S n T) 0 R I;;; S oR n T oR

(R u S)T = RT U ST R 0 (8 u T) = R oS u R oT

(R 0 S)T = ST 0 RT (S U T) 0 R = S oR u T oR

Properties of relations : The properties of homogeneous binary relations are
formulated with quantifiers in Section 2.3. With the notation and the rules of the
algebra of relations, they can be represented in a compact form. The formulation
of the transitivity property in the algebra of relations becomes a special case of the
compatibility condition with R =S =T.

Property Equivalent conditions

reflexive 1\ ((x , x) E R) .... I I;;; R
x

anti reflexive 1\ ((x , x) $ R) .... II;;;R
x

symmetric 1\ 1\ ((x ,y) E R =0> (y,x) E R) .... R =RT
x y

asymmetric 1\ 1\ ((x,y) E R =0> (y,x) $ R) .... R n RT = 0
x y

antisymmetric 1\ 1\ ((x,y) E R f\ (y,x) E R =0> X = y) .... R n RT I;;; I
x y

linear 1\ 1\ ((x ,y) E R v (y,x) E R) .... R U RT = E
x y

connex 1\ 1\ (x .. Y =0> (x,y) E R v (y,x) E R) .... I I;;; R u RT
x y

transitive 1\ 1\ 1\ ((x,y) E R f\ (y,z) E R =0> (x,z) E R)
x y z .... R cR I;;; R
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8.2.4 HETEROGENEOUS BINARY RELATIONS

Introduction : A heterogeneous binary relation is a subset of the cartesian prod­
uct of two different sets. Like a homogeneous binary relation, it is a set of ordered
pairs of elements . Most of the rules of calculat ion for homogeneous binary rela­
tions may therefore be transferred. While homogeneous relations are represented
by quadratic boolean matrices, heterogeneous relations are generally repre­
sented by rectangular boolean matrices.

Definition : Let two non-empty sets A and B of elements and a binary operation
R for the elements of these sets be given. The value of the binary operation xRy
on the elements x E A and y E B is true or false. The correspond ing heteroge­
neous relation R is the set of all ordered pairs (x,y) for which the binary operation
is true. The relation R is a subset of the cartesian product A x B.

R ;= {(x,y) EA xB I xRy} c A xB

Matrix representation : A heterogeneous binary relation R on a set A with m
elements and a set B with n elements is specified by a boolean matrix R with m
rows and n columns . The matrix notation for homogeneous relations is transferred
to heterogeneous relations. The boolean matrix R of a heterogeneous relation R
is an rn-n-tuple of the truth values W = {D ,1}, and hence an element of the
m- n-told cartesian product Wm ' '',

Graphical representation : In analogy with homogeneous relations, heteroge­
neous relations are represented in grid diagrams or relational diagrams. The grid
diagram is the graphical image of the boolean matrix.

Example 1 : Representation of heterogeneous relations

Let two sets A and B be given, and let a heterogeneous relation R be given as
a set of pairs of elements. The boolean matrix R and the two graphical representa­
tions are shown.

A ={a,b,c,d} B ={1,2,3,4,5}

R = {(a , 3), (b, 1), (b,5), (c,2), (c,4), (d, 3)} c A x B

grid diagram , boolean matrix and relational diagram

a
b

c
d

1 234 5
I

I

R=

1 2 345

0 0 1 10 I 0

1 0 001

0 1 o 1 0

0 0 1 0 0

a
b

c
d



www.manaraa.com

Graphs 505

Special relations : The null relation 0 and the all relation E in the cartesian prod­
ucts A x A, A x B, B x A and B x B and the identity relation I in the cartesian prod­
ucts A x A and B x B are required for the theory of heterogeneous binary relations
on the sets A and B. They may be distinguished by pairs of subscripts, as in 0AA ,

0AS ' 0SA ' 0ss or I AA • Iss· The explicit labeling of these special relations may be
omitted , since they are implicitly determined by the rules of calculation for hetero­
geneous relations.

Equality and inclusion : Two heterogeneous binary relations Rand S can only
be checked for equality and inclusion if they are subsets of the same cartesian
product A x B. The rules of calculation for homogeneous relations also hold for
heterogeneous relations .

Unary and binary operations : The unary and binary operations on homoge­
neous relations may be transferred to heterogeneous relations with the following
restrictions:

(1) The operations for the complement, the intersection and the union of homoge­
neous relations may be transferred to heterogeneous relations of the cartesian
product A x B without restrictions.

(2) The transposition of a heterogeneous relation R of the cartesian product A x B
yields a heterogeneous relation RT of the cartesian product B x A. The rules
for the transposition of homogeneous relations hold analogously.

(3) The multiplication R 0 S of two heterogeneous relations Rand S is only defined
if R is a subset of Ax Band S is a subset of B x C. It yields a heterogeneous
relation T as a subset of Ax C. The rules for the multiplication of homogeneous
relations hold analogously.

(4) The compatibility condition (5) for homogeneous relations in Section 8.2.3
holds analogously for heterogeneous relations.

Properties of relations : The completeness and the uniqueness of a heteroge­
neous relation R ~ A x B on the sets A and B are treated in Section 2.3. A relation
R may be left- or right-total as well as left- or right-unique . The corresponding con­
ditions are formulated below, both in the notation of set theory using quantifiers and
in the operational notation of the algebra of relations :
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Property Equivalent conditions

left-total 1\ V ((x,y) E R) "'" R oE=E "'" I b R o RT
"'" R c RoI

x y

right-total 1\ V ((x ,y) E R) "'" Eo R = E "'" I b RT
0 R "'" Rbl oR

y x

left-unique 1\ 1\ 1\ ((x,y) E R 1\ (z. y) E R => x = z)
x y z

"'" R 0 RT b I "'" T oRbR

right-unique 1\ 1\ 1\ ((x,y) E R 1\ (x, z) E R => Y = z)
x y z

"'" RT
0 RbI "'" R 0 I b R

The equivalence of the three conditions for a left-total relation R is demonstrated
in the following . The first condition RoE = E may be read off directly from the set­
theoretic expression. The second condition I b R 0 RT is obtain~d by extending and
transforming the set-theoretic expression. The third con~tion R b R 0 I is derived
directly from the first condition using the rule R b S = R u S = E for inclusion.

I\V((x,y)ER) = I\V((x,y)ER f\ (y,x)ERT) = 1\((x,x)ERoRT)
x y x y x

= I b R 0 RT

RoE = E = R 0 (I u Y) = E = R u RoY = E

The conditions for a left-unique relation R are obtained by transforming the set­
theoretic expression and the compatibility condition :

1\ 1\ 1\((x ,y) ER f\ (z,y) ER => x = z) =
x y z

1\1\1\((x,y)ER f\ (y,z)ERT => (x.zj e I) =
x y z

RoRT b I = Yo R b R
The conditions for a right-total or a right-unique relation may be derived analo­
gously. A left- and right-total relation is bitotal. A left- and right-unique relation is
bi-unique.
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Mapping : A mapping <1> : A --+ B from a domain A to a target B is by definition a
left-total and right-unique relation <1> <;;;; A x B. The relation <1> associates every ele­
ment x E A of the domain A with exactly one element y = <1>(x) E B of the target B.
The conditions ii> b: <1> 0 I for left-totality and <1> 0 I b: ii> for right-uniqueness can be
combined into the condition <1> = <1> 0 I using the rules of the algebra of relations :

<1> is a mapping = ii> = <1> 0 T

A mapping may be injective, surjective or bijective.The properties of mappings are
treated in Section 2.5. They are derived from the preceding table using the rules
of the algebra of relations :

Property Condition

injective left-total 11 bi-unique = I=<p o<pT 11 <pT o<Pb:I

surjective bitotal 11 right-unique = Ib:<P o<pT 11 <pT o<P=I

bijective bitotal 11 bi-unique = I = <po <pT 11 <pT o<P=I

Example 2 : Mapping

Let a relation <1> <;;;; A x B for a mapping A --+ B be given in the form of a relational
diagram. Using the rules of the algebra of relations, the mapping is formally shown
to be surjective. The graphical representation of the multiplication of boolean ma­
trices is used.

~

~
a
b
c
d

A <1> B

1 1 0 0
0 0 0 1

1 2 3
0 0 1 0

1 0 0 1 1 0 0
1 0 0 1 1 0 0
0 0 1 0 0 1 0
0 1 0 0 0 0 1

product fII 0 fliT;;) I

1

2

3

1 0 0
1 0 0
0 0 1

abc d 0 1 0

1 1 0 0 1 0 0
0 0 0 1 0 1 0
0 0 1 0 0 0 1

product fliT0 fII = I
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Induced homogeneous binary relations : Let a homogeneous binary relation

RA s: A xA on a set A and a mapping <I> : A~B from the set A to a set B be given .
The mapping <I> induces a homogeneous binary relation Rs s: B x B which con­
tains the image pair (<I>(a1) , <1>( a2)) for all pairs (a 1, a2) of elements from RA :

Rs := {(b1,b2) EBxB I V [(b 1,b2) = (<I>(a1),<I>(a2) )] }
(a1,a2)E RA

Rs = {(b1,b2)EB xB I V V [(b 1,a1) E<I>T 1\ (a 1,a2)ERA 1\
a1 a2

Example 3 : Induced binary relation

Let the sets A and B and the surjective mapping <1>: A~B from the preceding ex­
ample be given. Let a binary relation RA be defined on the set A. The induced rela­
tion Rs on the set B is to be determined. The relations RA and Rs are represented
by arrows in the following diagram.

abc d 123

1

2

3

c
d

a
b

a
b
c

abc dd

0 1 1 0 1 0 0
0 0 1 0 1 0 0
0 0 0 1 0 0 1

0 0 0 0 0 1 0

1 1 0 0 0 1 1 0 1 0 1

0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 1 0

1

2
3

product ~To RA0 ~ = Rs
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8.2.5 UNARY AND BINARY RELATIONS

Introduction : By the definition in Section 8.2.2, a unary relation is a subset of
a given set M. It may also be regarded as a specia l case of a heterogeneous binary
relation. Thus transposition and multiplication may also be applied to unary rela­
tions. This leads to a boolean vector and matrix algebra .

Unary relation : Let a non-empty set A and a one-element set B = {b} as well
as a binary operation U for the elements of these sets be given. Then the heteroge­
neous binary relation U contains all ordered pairs of elements (x, b) for which the
binary operation xUb is true.

U = {(x, b) c A x{b} I xUb} ~ A x{b}

A unary relation u is derived from the heterogeneous binary relation U according
to the following rule:

u = {x e A I (x.bj e U} ~ A

The boolean matrix U of the heterogeneous binary relation U contains exactly one
column , since the set B = {b} contains exactly one element. It is formally identical
with the boolean vector u of the unary relation u if the elements x c A are arranged
in the same order in U and u.

Operations on unary and binary relations : If a unary relation is regarded as
a special case of a heterogeneous binary relation, unary and binary relations may
occur together as operands of operat ions. The rules for operations on heteroge­
neous binary relations must be observed. The follow ing products are important for
calculations with unary and binary relations :

(1) Let the unary relations u ~ A and v ~ B be given. Then the product u ovT is
a binary relation R ~ A x B, and the product v 0 uT is the binary relation
RT~B xA.

R = u ovT = {(x,y) c A xB XcU /\ y e v}

RT = v ouT = {(y,x) c B xA XcU r. ycv}

(2) Let a binary relation R ~ A x B and a unary relation v ~ B be given . Then the
product Hev is a unary relation u ~ A.

u = Hev = {x cA I V ((x , y) c R /\ y e u j }
y
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In relational express ions for unary and binary relations, the products in (1) and (2)
often occur together with unions and intersections. The relevant rules of calcula­
tion are compi led in the following table without proofs.

Union u Intersection n

uo(vu wjT = uovT U uowT uo(vnw)T c uovT n uowT

(uu vj s w" = uowT U v owT (un v)owT !: uowT n v owT

Ro(u uv) = Rou u Rov Ro(u n v) !: Rou n Rov

(Ru S)ou = Rou u Sou (Rn S)ou !: Rou n Sou

The rules for inclusion and the compatibility properties from Section 8.2.3 also hold
for heterogeneous binary relations. Hence they hold for unary and binary relations.
The following implicat ions and equivalences therefore hold for the products in (1)
and (2) :

u [;:; v = R ou [;:; R ov

R [;:; S = R ou [;:; S ou

U ovT [;:; R = R ov [;:;ij = RTou [;:; V
R ou [;:; v = v o uT[;:; R = RTov [;:; ij

Unary point relations A unary point relation x is a subset which contains ex­
actly one element x of a given set A. It is speci fied by a boolean unit vector. The
essential propert ies of unary point relations are compiled in the following :

(1) Let the unary point relations x c A and y i;;; B be given. Then x 0 xT [;:; I and
x 0 yToy = y o YTo X = x.

(2) For a non-empty binary relation R c A x B, there are two unary point relations
x c A and y i;;; B such that x 0 yT[;:; R.

(3) For two unary point relations x c A, Y i;;; B and a non-empty relation R i;;; A x S,
the follow ing expressions are logically equivalent :

x oyT[;:;R = x [;:;R oy = y[;:;RTox = y oxT[;:;RT

Properties (1) to (3) follow from the definition of unary point relations and the rules
for multiplication and inclusion of unary relations. Property (3) is proved as follows.
Multiplying x 0 yT[;:; R by Y from the right yields :

x oyT[;:;R = x oyToy [;:;R oy = x [;:;Roy

Multiplying x c R oy by YT from the right and using y o yT [;:; I yields :

x [;:;Roy = xoyT [;:;Roy oyT [;:;R oI = xoyT[;:;R
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This proves the equivalence x 0 yT b R = x b Roy. The equivalence yo xT b RT
= Y b RTc x is proved analogously. Transposition of xe yT b R yields yoxT b RT,

and transposing this again yields x 0 yT b R.This proves the equivalence x 0 yTc R
= yoxT b RT.

Example 1 : Unary point relations

Let the unary point relations x and y be given as boolean vectors x and y and the
homogeneous binary relation R as a boolean matrix R. Some operations are per­
formed on these relations:

x y

rn ~
R

0 0 1 1

0 1 1 0
1 0 0 0
1 1 1 0

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

0 0 1 1

0 1 0 1

1 1 0 1

1 0 0 0

0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

yoyT c I

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

The results illustrate property (1) for unary point relations : x 0 xT and y 0 yTare
contained in the identity relation I. The results also show that the statements
x b Roy, Y b RT ox, x oyTb Rand y oXTb RT hold. Thus the four statements
are equivalent for the given relations.

Induced unary relations : Let a unary relation uA k A in a set A and a mapping
<I> : A --.. B from the set A to a set B be given. The mapping <I> induces a unary
relation Us k B which conta ins the images <I>(a) for all elements a in uA :

Us := {bEB I V (b=<I>(a))}
a EUA

Us = {bEB I V [(b,a)E<I>T 1\ aEuA])
a
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8.2.6 CLOSURES

Introduction : Closures of relations are defined in Section 2.4, where their prop­
erties are formulated using quantifiers. In the following , the properties of such clo­
sures are described using the notation and rules of the algebra of relations. The
closure is regarded as an extension of the relation R c M x M by further elements
of the cartesian product M x M. Since powers of the relation R are used in forming
the transitive closures , the properties of these powers are studied before the treat­
ment of transitive closures .

Closure : An extension of a homogeneous binary relation R k: M x M is called a
closure and is designated by <R> if the following conditions are satisfied:

inclusion R [;;: <R>

isotonicity R [;;: S = <R> [;;: <S>

idempotency : «R» = <R>

The extension is performed such that the closure has special properties which the
relation itself does not necessarily possess. Reflexive , symmetric and transitive
closures are defined in the following . Closures may also have several of these
properties.

Reflexive closure : The reflexive closure <R>r of a relation R k: M x M is formed
by adding the elements (x, x) E M x M to R.The closure <R>r satisfies the condition
for reflexive relations.

<R>r { (x,y) I (x,y) E R v x = YE M }

<R>r Ru I

[;;: <R>r = <R>r is reflexive

Symmetric closure : The symmetric closure <R>s of a relation R k: M x M is the
union of R with its transpose RT. If <R>s contains the element (x,y), then (y,x) is
also an element of <R>s. The closure <R>s satisfies the condition for symmetric
relations.

<R>s {(x,y) I (x,y)ER v (y,x) ER}

<R>s Ru RT

<R>s <R>sT = <R>s is symmetric
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Powers of a relation : In Section 2.4, a connection VR of elements a,b E M by
a relation R c M x M is defined. In the algebra of relat ions, connections are repre­
sented by products of the relation R with itself. For example, if R contains the ele­
ments (a,b) and (b,c), then by definition the product RoR contains the element
(a,c). The element (a,c) is a connection of length 2 in R. Each of the elements of
R0 R is a connection of length 2 in R. The power Rm = R0 .• • oR (m-fold) contains
all connections of length m between two elements of M. To determine all connec­
tions of length m :5 q in M by R, the union of the relations Ru R2U .. . u Rq is formed.

Stability index : The least exponent s for which the union Ru R2U .. . u RS is not
changed by adding terms Rm with m > s is called the stability index of the relation
R. The union Ru R2U .. . u RS conta ins all connections by R in M.

The stability index s of a relation R may be interpreted as follows. If there are sev­
eral connections between two elements of M, then there is a shortest connection,
of length q, which is contained in Rq. Among all the shortest connections between
pairs of elements, there is a shortest connection of maximal length s, which is con­
tained in the power RS. Hence the union Ru R2U ... u RSconta ins all connections
in M by R. For a set M with n elements, the stability index s of the relation R ~ M x M
is less than n, since the maximal length of all shortest connections in M by R cannot
be greater than n - 1.

Transitive closure : The transitive closure <R>t of a relation R ~ M x M contains
all elements (x, y) E M x M which are connected in M by R. The closure <R>t satis­
fies the condition for transitive relations.

<R>t {(x,y) E M x M I x and yare connected in M by R}

<R>t Ru ...u RS

<R>to <R> t b <R> t => <R> t is transitive

s stability index of R with <R> t u Rs+l = <R>t

The transit ivity of the closure <R>t is proved as follows:

<R>to <R> t b Ru«R> to <R>t)

= Ru R2u ...u R2s
Ru(Ru ...u RS) o(Ru ... u RS)
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Reflexive transitive closure : The reflexive transitive closure <R>rt of a relation
R ~ M x M may alternative ly be regarded as the transitive closure « R>r>t of the
reflexive closure <R>r or as the reflexive closure «R>t>r of the transitive closure
<R>t. The two viewpoints lead to identical relations. The closure <R>rt = <R>tr
satisfies the condition for transitive relations in the special form of an equation .

<R>rt « R>r>t

<R>rt <R>tr

<R>rt 0 <R>rt = <R>rt =* <R>rt is transitive

The equality of <R>rt and <R>tr is proved as follows:

<R>tr I u <Rt> = I u R U U RS

<R>rt <R U h t = (R u I) u u(R u I)s

= I u R u u RS

The transitivity of the closure <R>rt is proved as follows:

<R>rt 0 <R>rt (Iu R u u RS) o(I u R u ... u RS)

I u R u U R2S = <R>rt

Reflexive symmetric transitive closure : The reflexive symmetr ic transitive
closure <R>rst of a relation R ~ M x M is the transitive closure of the symmetric
closure of the reflexive closure of R. It coincides with the reflexive symmetric transi­
tive closure <R>srt . The closure <R>rst is of special importance, as it is an equiva­
lence relation and therefore yields a classification of the set M.

<R>rst := «<R>r>s>t = « R>s> rt = <R U RT>rt

<R>rst = <R u I u RT>t

Closure operations : The transitive closure <R>t and the reflexive transit ive clo­
sure <R>rt are of special importance in the algebra of relations. They are desig­
nated by R + and R*, respectively. According to the preceding definitions , these
closures are calculated using power expressions which differ only by the O-th
power RO = I.

R +: = <R>t

R* ;= <R>rt

R u u RS

I u R u u RS

The closures R + and R* satisfy the following relationships:

R* 0 R*

R + = R oR*

R* = I uR +
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The following rules of calculat ion hold for operations with closures:

special relations : 0* = 0 + = 0

1* = r+ I

E* = E+ = E

515

transposition

multiplication (R 0 S)* oR = Ro(S oR)*

(R 0 S)* = I u R 0 (S 0 R)* 0 S

union (R u S)*

(R u S)*

(R u S)*

= (R*oS*)*

= (R* oS)* o R*

= R* o(S oR*)*

The rules of calculation for the special relations and for transposition follow directly
from the definition in terms of power expressions. The rules for multiplication are
proved as follows:

(RoS)* 0 R (I u RoS u ... u (RoS)S)oR

Ro(I u SoRu ... u (SoR)S) = Ro(S oR)*

(R oS)* I u RoS u ... U (RoS)S+1

I u Ro(I u SoRu ... u (S oR)S) oS

I u Ro(SoR)* oS

Example : Transitive closures

Let a relation R on a set M with n = 4 elements be given. The relation R and the
calculated powers R2, R3 and R4 are shown as boolean matrices and as graph
diagrams.

a
b

c
d

R
abc d
0 1 0 0
0 0 0 1

1 0 0 1

1 0 0 0

a
b

c
d

R2

abc d
0 0 0 1

1 0 0 0
1 1 0 0
0 1 0 0

c d
a 1 0 a
b 0 0 b
c 0 1 c
d 0 1 d

d

R4

abc d
0 1 0 0
0 0 0 1

1 0 0 1

1 0 0 0
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A graph diagram consist of vertices representing the elements of the set and di­
rected edges for the pairs of elements of the relation . In the graph diagram for R,
every vertex pair (x,y) E R is represented by a directed edge. A directed edge se­
quence is a chain of edges in which the end vertex of an edge coincides with the
start vertex of the following edge. The number of edges is called the length of the

edge sequence. The relat ion Rm contains all vertex pairs (x,y) which are con­
nected by a directed edge sequence of length m in the graph diagram for R. For
example, the graph diagram for R contains a directed edge sequence from a to d
with the two edges (a,b) and (b,d). Hence the vertex pair (a,d) is contained in the
relation R2 and is represented as a directed edge in the graph diagram for R2 .

The closure R + contains all vertex pairs (x,y) which are connected by at least one
edge sequence from x to y in the graph diagram for R. For every vertex pair (x,y),
an edge sequence of minimal length may be determined. The maximum of the
minimal lengths for all vertices connected by edge sequences is the stability index
s for the closure R +. Since the length of a minimal edge sequence in a set of n
vertices can be at most n - 1, it follows that s < n. In the present example, the sta­

bility index is s = 3, since several minimal edge sequences of length s = 3 exist,
for instance the edge sequence for the vertex pair (a.a) with the edges (a.b), (b,d),
(d,a). The closures R + and R* are calculated using the power expressions and are

shown as graph diagrams.

1 1 0 1

1 1 0 1

1 1 0 1

1 1 0 1

a
b

c
d

R+ = R U R2 u R3

abc d

a
b
c
d

1 1 0 1

1 1 0 1

1 1 1 1

1 1 0 1
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8.3 CLASSIFICATION OF GRAPHS

8.3.1 INTRODUCTION

A graph is a domain consisting of vertices and edges. The mean ing of the vertices
and edges depends on the application. In the graph diagram, the vert ices are rep­
resented by labeled points. The edges connect vertices between which a relation­
ship subsists. An edge between two vertices may be directed or undirected . In the
graph diagram, directed edges are represented as arrows and undirected edges
as lines . An edge which connects a vertex with itself is called a loop. The direction
of a loop is irrelevant. The geometric arrangement of the vertices and the geomet­
ric shape of the edges are arbitrary. Many concepts in graph theory result from this
kind of graphical representation.

The algebra of relations forms the mathematical basis of graph theory. The mathe­
matical formulation of graphs with different properties leads to different classes of
graphs. An essential aspect of the formulation is whether the edges are introduced
as vertex pairs or as independent objects. In the first case, the graph represents
a structured vertex set with a vertex relation. In the second case, it represents a
structured vertex set and edge set with relations between vertices and edges.
There are close relationships between the different types of graphs, which may be
exploited in practical applications.

Directed graphs, bipartite graphs, multigraphs and hypergraphs are treated in this
chapter. The mathematical formulation, the relationships and exemplary applica­
tions of these graphs are shown. The notation for expressions of the algebra of
relations is simplified as usual by omitting the operator 0 in products.
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8.3.2 DIRECTED GRAPHS

Introduction : A directed graph is suitable for describing relationships between
the elements of a set. The elements of the set are called vertices and are identified
by their labels . The relationships between the vertices are called edges and are
identified by an ordered vertex pair. Thus the edge set is a homogeneous binary
relation on the vertex set. The properties of homogeneous binary relations and
their rules of calculation may be directly transferred to directed graphs .

Definition : A domain G = (V; R) is called a directed graph (digraph) if V is the
vertex set and R ~ V x V is the edge set of the graph. An edge from the vertex x E V
to the vertex y E V is designated by the ordered pair (x,y) E R.The edge (x,y) is said
to be directed from x to y. The vertex x is called the start vertex of the edge. The
vertex y is called the end vertex of the edge.

G := (V;R) R ~V xV

V set of vertices
R set of ordered vertex pairs (edge set)

The graph G is called a null graph if the vertex set is empty. It is called an empty
graph if the edge set is empty. It is called a complete graph if the edge set R is the
all relation E = V x V.

Properties : The properties of a directed graph (V ; R) are determined by the
properties of the homogeneous relation R. The properties of homogeneous rela­
tions described in Section 8.2.3 are therefore transferred to directed graphs. Anti­
reflexive, symmetric, antisymmetric and asymmetric graphs are important in ap­
plications :

directed graph G =(V;R)

antireflexive := I b R

symmetric := R = RT

antisymmetric := R n RT b I

asymmetric := R n RT = 0

For an anti reflexive graph, the edge set does not contain vertex pairs of the form
(x, x), and the graph diagram is free of loops. Between two different vertices in the
graph diagram, a symmetric graph contains either no edge or a pair of edges with
opposite directions, which are combined into an undirected edge. An antisymmet­
ric graph contains either no edges or only one directed edge between two vertices
in the graph diagram. Symmetric and antisymmetric graphs may contain loops. An
asymmetric graph is antisymmetric and antireflexive , and hence free of loops.
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antireflex ive

antisymmetric

symmet ric

~IOOP

asymmetric
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G1 = G2 := V1 = V2 /\ R1 = R2

G1 c G2 := V1 = V2 /\ R1 b R2

G1 ~ G2 := V1 c V2 /\ R1 b R2 n (V 1XV1)

Simple graph : A graph G = (V; f) is said to be simple (undirected) if the rela­
tion r is anti reflexive and symmetric. An anti reflexive and symmetric relation is

called a neighborhood relation or adjacency relation. The vertices x and y of the
pair (x, y) e I' are neighbors. Every directed graph G = (V ; R) is associated with
a simple graph Gs = (V ; f).

simple graph Gs := (V; f)

r = In (R U RT)

Dual and complementary graph: For every directed graph G = (V; R) there
is a dual graph GT= (V; RT) with the transposed relation RTand a complemen­
tary graph G= (V; R) with the complementary relation R.

dual graph GT := (V ; RT)

complementary graph G:= (V; R)

Equality and inclusion : Let two directed graphs G1 and G2 be given. Using the
algebra of relations, equality and inclusion are defined as follows for these graphs :

equality

partial graph

subgraph

A partial graph (spanning subqraph) G1 is generated from a graph G2 by removing

edges from G2 . A subgraph G1 is generated from a graph G2 by first removing ver­
tices together with the incident edges and then removing further edges from G2 .
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Intersection and union : Let two directed graphs G1 and G2 be given. They are
said to be vertex-disjoint if the intersection of the vertex sets V1 and V2 is empty.
They are said to be edge-disjoint if the intersection of the edge sets R1 and R2 is
empty. Vertex-disjoint graphs are edge-disjoint. The intersection and the union of
two graphs are defined as follows according to the algebra of relations:

intersection

union

G1 n G2 (V 1 nV2 ; R1 n R2)

G1 u G2 : = (V1 U V2 ; R1 u R2)

Homomorphic mapping : Let a directed graph G1 = (V1 ; R1 ) , a directed graph
G2 = (V2; R2 ) and a mapping <I> : V1 --+ V2 from the vertex set V1 to the vertex set
V2 be given. The mapping <I> is called a homomorphic mapping of G1 into G2 if for
all vertex pairs (x, y) E R1 the relation R2 contains the corresponding image pairs
(<I>(x) , <I>(y)).

<I> is homomorphic := 1\ 1\ ((x,y) E R1 = (<I>(x), <I>(y)) E R2)
x y

The defining property of a homomorphic mapping may be transformed as follows
using the algebra of relations for unary point relations:

1\ 1\ ((x,y) E R1 = (<I>(x), <I>(y)) E R2) =x y

1\ 1\ (xyT!: R1 = (<I>Tx) (<I>Ty)T !: R2) =x y

1\ 1\ (x yT!: R1 = <I>Tx yT<I> !: R2) =x y

<I>TR <I> !: R21

If the expression <I>TR1<I>!: R2 is multiplied by <I> from the left or by <I>T from the
right, the conditions I c <I> <I>T for left-totality and <I>T<I> !: I for right-uniqueness of
a mapping <I> yield the following equivalent expressions :

<I>TR1 <I>!: R2 = R1 <I>!:<I> R2 = <I>TR1!: R2 <I>T = R1 !:<I> R2<I>T

A graph G1 is said to be homomorphic to the graph G2 if there is a homomorphic
mapping of G1 into G2 . A homomorphic mapping of G1 into G2 preserves the
structural properties of G1 .

Isomorphic mapping: Let a directed graph G1 = (V 1 ; Rd, a directed graph
G2 = (V2 ; R2 ) and a bijective mapping <I> : V1 --+ V2 together with its inverse map­
ping <I>T: V2 --+ V1 be given. The bijective mapping <I> is said to be isomorphic if <I>
and <I>T are homomorphic.

<I> is isomorphic := (<I> is homomorphic) /\ (<I>T is homomorphic)

The defining property of an isomorphic mapping may be transformed as follows
using the defining property of homomorphic mappings :
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($ is homomorphic)

($TR1$ b R2)

(R 1 b$R2$T)

R
1

= $ R2 $T

1\ ($T is homomorphic) =
1\ ($ R2 $T b R1) =
1\ ($ R2 $ T b R1) =
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The following equivalent expressions are obtained by multiplying the expression
R1 = $ R2 $ T by $ T from the left or by $ from the right:

R1 =$ R2 $ T = $ TR1 = R2 $ T = R1 $ =$ R2 = R2 = $ TR1 $

Two graphs Gland G2 are said to be isomorphic if there is an isomorphic mapping
$ : V1 -+ V2' Isomorphic graphs have the same structure.

Induced directed graph : Let a directed graph G1 = (V 1 ; R1) and a mapping
$ : V1 -+ V2 from its vertex set to a vertex set V2 be given . Then the mapping $
induces a directed graph G2 = (V 2; R2 ) with the edge set R2 which contains the
image vertex pairs ($(x), $(Y)) for all vertex pairs (x, y) in R1. The edge set R2 is
determined using the rule for induced binary relations given in Section 8.2.4.

graph

mapping

edge set

induced graph :

G1 = (V 1 ; R1 )

$ : V1 -+ V2

R2 = $TR1 $

G2 = (V2;R2 )

The graph G1 is homomorphic to the induced graph G2 . If the mapping $ is bijec­
tive , then the graphs G 1 and G2 are isomorphic.

Example 1 : Traffic network

Let a set of junct ions connected by streets be given. A street can accommodate
traffic flow either in two direct ions or only in one direction (one-way street) . The traf­
fic network is represented by a directed graph G = (V ; R). The vertices correspond
to the junctions and are collected in the vertex set V. The edges correspond to the
traffic flows and are collected in the edge set R.

a
b
c
d

e
f

9

abcdefg

0 1 0 0 0 0 0
1 0 1 1 0 0 0

0 0 0 0 1 1 0
0 0 0 0 1 0 1

0 1 0 0 0 0 1

0 0 1 0 0 0 0
0 0 0 1 1 0 0

relation R

R
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The directed graph G = (V; R) is associated with a simple graph Gs = (V; f). The
simple graph describes the neighborhood relationships of the vertices . Two ver­
tices are neighbors if they are connected by at least one directed edge. The neigh­
borhood relationship is represented by an undirected edge. In the graphical repre­
sentation, the simple graph is obtained from the directed graph by replacing every
directed edge or every pair of edges with opposite directions by an undirected
edge . In the algebraic representation, the simple graph is obtained from the di­
rected graph by determining the adjacency relation I' from the relation R.The sim­
ple graph for the given traffic network describes the neighborhood relationships
of the junctions.

a }-- ----{

)-------{ g

a
b

c
d

e
f

9

abcdefg

0 1 0 0 0 0 0
1 0 1 1 1 0 0
0 1 0 0 1 1 0
0 1 0 0 1 0 1

0 1 1 1 0 0 1

0 0 1 0 0 0 0
0 0 0 1 1 0 0

adjacency r

Example 2 : Room planning

Let a room plan for a floor of a building be given. Two neighboring rooms may be
connected by a door. The connections between rooms are represented in a simple
graph G = (V; f). The vertices correspond to the rooms and are collected in the
vertex set V. The undirected edges correspond to the doors between neighboring
rooms and are collected in the adjacency relation f .

0 ® 1 @

f----1 .:
@) Trl

@® T CD T
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r

abc d e f 9
adjacency r0 0 0 0 1 0 0

0 0 1 1 0 0 0

0 1 0 1 0 0 0

0 1 1 0 1 1 0

1 0 0 1 0 1 0

0 0 0 1 1 0 1

0 0 0 0 0 1 0

c
d

e
f

9

a
b

Example 3 : Homomorphic and isomorphic graphs

a 2
b 4
c 1
d 1
e 4

The graph G1 is homomorphic to the graph G2 by virtue of the homomorphic map­
ping <1>. For every edge from x to y in G1 there is an edge from i = <I>(x) to j = <I>(y)
in G2 . For example, for the edge from a to b in G1 there is the edge from 2 to 4 in
G2 . The graphs G1 and G2 are , however, not isomorphic.

a 2
b 4
c 1
d 5
e 3

The graphs Gland G2 are isomorphic by virtue of the isomorphic mapping <1>. The
mapping <I> is bijective since every vertex of G1 is bi-uniquely associated with ex­
actly one vertex of G2 . For every edge from x to y in G1 there is exactly one edge
from i =<I>(x) to j = <I>(y) in G2 . Conversely, for every edge from ito j in G2 there is
exactly one edge from x to y with i = <I>(x) and j = <I>(y) in G1"
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8.3.3 BIPARTITE GRAPHS

Introduction : A bipartite graph is suitable for describing relationships between
elements from two disjoint sets. The elements of the two sets are called vertices
and are identified by a label in their set. The relationships between any two vertices
from different vertex sets are called edges and are identified by an ordered vertex
pair. Since edges from vertices of the first set to vertices of the second set as well
as edges from vertices of the second set to vertices of the first set may exist , two
edge sets are specified, which are heterogeneous binary relations on the two
vertex sets. The properties of heterogeneous binary relations and their rules of
calculation may be directly transferred to bipartite graphs.

Definition : A domain G = (V l' V2 ; R1, R2) is called a bipartite graph if V l ' V2
are disjoint vertex sets and R1 !: V1 X V2' R2 !: V2X V1 are edge sets. An edge
from vertex x E V1 to vertex y E V2 is designated by the ordered pair (x,y) E Rl' an
edge from vertex y E V2 to vertex x E V1 by the ordered pair (y,x) E R2 .

G := (V 1,V2 ; R1,R2) R1 !: V1 X V2 R2 !: V2x V1

Vl' V2 disjoint sets of vertices

R1,R2 disjoint sets of ordered vertex pairs (edge sets)

The graph G is called a null graph if one of the two vertex sets is empty. It is called
an empty graph if both edge sets are empty. It is called an associating graph if only
one of the two edge sets is empty: The non-empty edge set associates the vertices
of one set with the vertices of the other set.

Properties : The properties of a bipartite graph are determined by the properties
of the two heterogeneous relations. Left- or right-uniqueness and left- or right­
totality are important properties of heterogeneous relations. They are described
in Section 8.2.4 . In applications, the following properties of bipartite graphs are of
special importance:

bipartite graph G = (V 1,V2 ; R1,R2)

V1-total := R1 left-total /\ R2 right-total

= 1[;; R1RT n R~ R2

V2-total := R1 right-total /\ R2 left-total

= 1[;; RTR1 n R2RJ

V1-unique := R1 left-unique /\ R2 right-unique

= R1 RT U R~R2 [;; I

V2-unique := R1 right-unique /\ R2 left-unique

= RT R1 u R2R~ ~ I
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These properties of bipartite graphs are shown in the following graph diagrams.
The graph diagram of a bipartite graph contains only directed edges from a vertex
of one set to a vertex of the other set. A bipartite graph is V,-total if at least one
edge starts and at least one edge ends at every vertex of V, . A bipartite graph is
V,-unique if at most one edge starts and at most one edge ends at every vertex
of V2' A bipartite graph is V,-total and V2-unique if exactly one edge starts and
exactly one edge ends at every vertex of V, . In this case, the relations R, and R~

are mappings from the set V, to the set V2'

V,-total

o vertex of V,

V, -uniq ue V, -tota l and V2-unique

vertex of V2 D

Associated directed graph A bipartite graph G is transformed into a directed
graph GD = (V ; R) by combin ing the disjoint vertex sets V, and V2to the set V and
the disjoint edge sets R, and R2 to the set R. The homogeneous relation R for
the edge set has a characteristic structure in the matrix scheme, which is a conse­
quence of the bipartite property of the graph.

GD = (V; R) V = V,uV2

o

R
R1 IV1

1---1----1 ---I-

o I v2

'--_...J...._---l~

r-v-~
1 2

Since every bipartite graph G may be represented as a directed graph Gs' all prop­
erties of directed graphs and their rules of calculation may be directly transferred
to bipartite graphs . A bipartite graph is always antireflexive and therefore free of
loops. It is symmetric or asymmetric under the following conditions:

symmetric = R = RT = R, = R~

asymmetric = R n RT = 0 = R, n R~ 0
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with

with

(V 1 ; 0 1)

(V2 ; 0 2)

Directed vertex graphs: Every bipartite graph G = (V 1,V2 ; R1,R 2 ) , is asso­

ciated with two directed vertex graphs G1 = (V1 ;°1 ) and G2 = (V 2;°2 ) for the
vertex sets V1 and V2' The relation °1 of G1 contains exactly those vertex pairs
(x, z) E V1 x V1 for which there is a vertex y E V2 such that G contains an edge from
x to y and an edge from y to z. The relation 02 of G2 contains exactly those vertex
pairs (a, c) E V2 x V2 for which there is a vertex b E V1 such that G contains an edge
from a to b and an edge from b to c. The definitions of the relations 01 and 02

correspond to the products R1 R2 and R2R 1 .

01 {(X,Z)EV1XV1 V [(x,y)ER1 1\ (y,Z)ER2])
yEV2

{(a,c)EV2 XV2 V [(a,b)ER2 1\ (b,C)ER1])
bEV j

01 = R1 R2

O2 = R2R 1

Simple vertex graphs : Every bipartite graph G = (V l' V2 ; Rl' R2 ) is associ ­
ated with two simple vertex graphs GS1 = (V 2 ; I'Sl ) and GS2 = (V 2; I'S2) for the
vertex sets V1 and V2' The adjacency relation I'Sl of Gst contains exactly those
vertex pairs (x, z) E V1 x V1 with x ;: Z for which there is a vertex y E V2 such that
G contains an edge from x to y or from y to x and an edge from y to Z or from Z to
y. The adjacency relation I'S2 of GS2 contains exactly those vertex pairs (a, c) E
V2 x V2 with a ;: c for which there is a vertex b e V1 such that G contains an edge
from a to b or from b to a and an edge from b to c or from c to b.

[Sl := {(X,Z) EV1 XV1 I (x wz) 1\

V [((x,y)ER1 v (y,x)ER2 ) 1\ ((y,z)ER2 v (z,y)ER1) ])
yEV2

I'S2 { (a, c) E V2 x V2 I (a;: c) 1\

V [((a, b) E R2 v (b, a) E R1) 1\ ((b, c) E R2 V (c, b) E R1) ]}
bEV,

GS1 := (V 1 ; f S1 )

GS2 := (V 2 ; f S2 )

with

with

The directed vertex graphs G1 = (V 1 ; 0 1 ) and G2 = (V 2;°2 ) are associated with
the simple graphs G1S = (V 1 ; T1S) and G2S = (V2 ; I'2S)' The adjacency relation
I'1S of G1S contains exactly those vertex pairs (x, z) E V1 x V1 with x ;: Z for which
there is an edge from x to Z or from Zto x in G t -The adjacency relation I'2S of G2S
contains exactly those vertex pairs (a, c) E V2 x V2 with a ;: c for which there is an
edge from a to c or from c to a in G2 .
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[1S = {(X,Z)EV1x V1 (X~Z) /I. ((X,Z)EQ1 V (Z,X)E Q1)}

[2S = {(a,c)EV2XV 2 (a e c) /I. ((a,c) EQ2 V (c,a) E Q2)}

G1S = (V1; [1E)

G2S = (V2; [2E)

with

with

The simple graph G1S associated with the directed vertex graph G, is a partial
graph of the simple vertex graph GS1' If the bipartite graph is V1-unique,then G1S
and GS1 coincide. The same is true analogously for G2S and GS2'

G1S c GS1

G2S b GS2

G1S = GS1

G2S = GS2

if G is V1-unique

if G is V2-unique

Proof : G1S is a partial graph of GS1
The simple graph G1S= (V1; [1S) associated with the directed vertex graph G1
is a partial graph of the simple vertex graph GS1= (V, ; r s, ) if the adjacency rela­
tion ['S is contained in the adjacency relation [S,·

- T T['S = In(R,R2uR2R,)
- T T[S, = In (R, u R2)(R2u R,)

= Tn (R1R2 u R1Ri U R1R2 u R1 Ri)
- T T - T T=(I n (R1R2 u R2 R1)) u (I n (R, R, u R2 R2))

- T T[S1 = ['Su (I n (R,R, u R2R2)) d [1S

If the bipartite graph G is V,-unique, then by definition R1Ri u R1R2 b I, and
hence Tn (R, R; u R~ R2) = 0. This yields the identity [5' = [15 ' and hence
Gs, = G,s'
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Example : Construction process

A construction process is illustrated in simplif ied form for the example of a bridge.
The process may be represented as a bipartite graph with the construction activi­
ties and the construction states as vertices.

d

construction activities
o start
1 construct left support
2 construct central column
3 construct right support
4 construct left beam
5 construct right beam
6 end

b

construction states
o initial state
a left support finished
b central column finished
c right support finished

d beams finished
d terminal state

The construction activities form the vertex set V l ' the construction states form the
vertex set V2 of the bipartite graph. A vertex pair O. x) E V1 x V2 belongs to the
relation R1 if and only if performing the construction activity j contr ibutes to the con­
struction state x. A vertex pair (y, k) E V2 x V1 belongs to the relation R2 if and only
if the construction state y is an initial state for the construction activity k. The con­
struction activities are represented by round vertices. the construction states by
quadratic vertices.

bipartite graph

o
1

2

3
4

5
6

o abc d
1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

0 0 0 0 1

0 0 0 0 0

o
a
b

c
d

0123456

0 1 1 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 1 1 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

relations R1 and R2
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The bipartite graph for the construction process is asymmetric. The two directed
vertex graphs of the bipartite graph describe the relationships between the con­
struction activities and the relationships between the construction states. The di­
rected vertex graphs are shown below.

a

4

c

directed vertex graphs

o
1

2
3
4

5
6

o 1 234 5 6

0 1 1 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

0 0 0 0 0 0 1

0 0 0 0 0 0 0

o
a
b

c
d

o abc d
0 1 1 1 0
0 0 0 0 1

0 0 0 0 1

0 0 0 0 1

0 0 0 0 0

relations 0 1 and 0 2
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8.3.4 MULTIGRAPHS

Introduction : A multigraph consists of vertices and edges, which form a vertex
set and an edge set. The vertices are identified by their label in the vertex set, the
edges by their label in the edge set. In contrast to the case of a directed graph, the
edges are not defined as a relation on the vertices, but rather as independent ele­
ments of the graph.

The edges of a multigraph are directed. In contrast to the case of a directed graph ,
an edge of a multigraph need not possess a start vertex or an end vertex. A vertex
of the graph which is the start vertex of at least one edge is called an initial vertex.
A vertex of the graph which is the end vertex of at least one edge is called a terminal
vertex. Two vertices may be connected by several edges in the same direction.
These edges are called parallel edges. A multigraph is a special case of a bipartite
graph.

Definition : A domain G = (V, K ; A, B) is called a multigraph if V is the vertex set,
K is the edge set and A, B (,;; K x V are right-unique binary relations. The relation
A specifies the start vertices of the edges and is called the initial incidence. The
relation B specifies the end vertices of the edges and is called the terminal inci­
dence. Both relations are right-unique, so that ATA!: I and BTB !: I holds.

G := (V, K ; A, B)

V set of vertices

K set of edges

A initial incidence

B terminal incidence

A,B (,;; K xV

Initial vertex : A vertex of the graph G is called an initial vertex if it is the start
vertex of at least one edge. If the diagonal element for a vertex in the product ATA
is one, the vertex is an initial vertex. If it is zero, the vertex is not an initial vertex.

Terminal vertex : A vertex of the graph G is called a terminal vertex if it is the end
vertex of at least one edge. If the diagonal element for a vertex in the product BTB
is one, the vertex is a terminal vertex. If it is zero, the vertex is not a terminal vertex.

Partial edge : An edge of the graph G is called a partial edge if it lacks a start
vertex or an end vertex. If the diagonal element in the product AATor the diagonal
element in the product BBT is zero for an edge , then the edge is a partial edge.
If both diagonal elements are one, it is not a partial edge.
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Parallel edges : Two different edges of a multigraph are called parallel if their

start vertices are identical and the ir end vertices are identical. To find out whether
two edges are parallel , one considers the product AATfor the initial incidence and
the product BBT for the term inal incidence.

i·"
AA T BBT

y k

0 ;J000 4-P-i
Two different edges i,k have the same start vertex x if the elements (i, i), (i, k), (k, i)
and (k, k) in AAT are equal to 1. The edges have the same end vertex y if the ele­
ments (i, i), (i, k), (k, i) and (k, k) in BBT are equal to 1. If both conditions are satis­

fied, the edges i and k parallel.

Associated bipartite graph : The vert ices and edges of a mult igraph G are in­
dependent elements. A mult igraph may therefore be regarded as a bipartite graph.
According to the defin ition of bipartite graphs in Sect ion 8.3.3, the transpose AT

must be used in the bipartite graph instead of the initial incidence A of the multi­
graph:

Bipartite graph G = (V, K ; AT, B)

The bipartite graph G is V-unique, since the relations A, B ~ K x V are right-unique.

It is K-total if the relations A, B ~ K x V are left-total. A K-total graph does not have
partial edges. In this case , the relat ions A, B are mappings from the edge set K to
the vertex set V.

Directed vertex and edge graph : The directed vertex graph and the directed
edge graph of a multigraph are formed using the rules for bipartite graphs. The di­

rected vertex graph Gv = (V ; Rv) consists of the vertex set V and the vertex rela­
tion Rv' The directed edge graph GK = (K ; RK) consists of the edge set K and the
edge relat ion RK. Two vertices are related if they are connected by an edge. Two

edges are related if the end vertex of the first edge coincides with the start vertex
of the second edge.

Gv = (V ; Rv)

GK = (K ; RK)
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Simple vertex and edge graph : The simple vertex graph and the simple edge
graph of a multigraph are formed using the rules for bipartite graphs. The simple

vertex graph Gsv = (V ; rsv) consists of the vertex set V and the vertex adjacency
r sv' Two vertices are adjacent if they are connected by an edge . The simple edge
graph GSK = (K ; r SK) consists of the edge set K and the edge adjacency I'SK'

Two edges are adjacent if they have a vertex in common. The vertex adjacency
and the edge adjacency are calculated using the incidence M, which is defined as
the union of the initial incidence A and the terminal incidence B.

Gsv = (V ; r sv)

GSK = (K ; r SK)

incidence

- Tr sv = I n M M
- TrSK = I n MM

M = AuB

The simple vertex graph coinc ides with the simple graph associated with the di­
rected vertex graph, since the associated bipartite graph is V-unique . The simple
edge graph does not generally coincide with the simple graph associated with the
directed edge graph .

Example : Multigraph

Let a multigraph with the initial incidence A and the terminal incidence B be given .
The vertices are labeled by lowercase letters, the edges by numbers. The products
of A and B which determine the properties of the graph are calculated.

abc d

1

2

3
4

5
6
7
8

abc d
1 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 0 1

0 0 1 0
0 0 0 0
0 0 0 1

abc d

A

1

2

3
4

5
6
7
8

abc d
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1

0 1 0 0
0 0 0 1

0 0 1 0
0 0 0 0

abc d

B

a
b

c
d

1 0 0 0

0 1 0 0

0 0 1 0
0 0 0 1

a
b

c
d

0 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

a
b

c
d

0 1 1 0

0 0 0 1

0 0 0 1

0 1 0 0
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0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0

1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 1

1 2 3 4 5 678 1 234 5 678 1 234 5 678
1 1 1
222
333
444
555
666
777
888

AAT BBT BAT

All vertices of the graph are initial vertices, since all diagonal elements in the prod­
uct ATA are one. The vertex a is not a terminal vertex, since the diagonal element
(a,a) in the product BTB is zero. All remaining vertices of the graph are terminal
vertices. Edge 7 is a partial edge, since it does not have a start vertex, so that the
diagonal element (7,7) in the product AAT is zero. Edge 8 is a partial edge, since
it does not have an end vertex, so that the diagonal element (8,8) in the product
BBT is zero . Edges 2 and 3 are parallel, since the elements (2,2), (2,3), (3,2) and
(3,3) in the products AAT and BBT are one.

The directed vertex graph with the vertex relation Rv = ATS and the directed edge
graph with the edge relation RK = SAT are represented in the following diagrams.
The directed vertex graph corresponds to the multigraph without partial and paral­
lel edges. In the directed edge graph, the edges are represented as vertices, and
the edge pairs in the edge relation RK are represented as directed edges. For ex­
ample, vertex c is the end vertex of edge 2 and the start vertex of edge 6.

directed vertex graph directed edge graph

c }--- --.I

2
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The simple vertex graph with the vertex adjacency r sv = I n M™ and the sim­
ple edge graph with the edge adjacency r SK = I n MMT are shown in the follow­
ing diagrams.

simple vertex graph simple edge graph

a }-- - ---{b

c }--------{d

abc d abc d 1 234 5 6 7 8
0 1 1 1 1 0 0 0
1 0 1 0 0 1 1 0
1 1 0 0 0 1 1 0

1 0 0 0 1 1 0 1

1 0 0 1 0 1 0 1

0 1 1 1 1 0 1 1

0 1 1 0 0 1 0 0

0 0 0 1 1 1 0 0

1

2

3
4

5
6
7

8

0 1 1 0
1 0 0 1
1 0 0 1

0 1 1 0

a
b

c
d

r sv = i n MTM

1 1 0 0
1 0 1 0
1 0 1 0

0 1 0 1

0 1 0 1

0 0 1 1

0 0 1 0
0 0 0 1

1

2
3
4

5
6
7

8

M = A uB

The simple vertex graph is obtained from the directed vertex graph by replacing
the directed edges by undirected edges and omitting parallel undirected edges.
The simple graph associated with the directed vertex graph therefore coincides
with the simple vertex graph. The same is not true for the edge graphs.
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8.3.5 HYPERGRAPHS

Introduction : A hypergraph consists of vert ices and hyperedges, which form a
vertex set and an edge set. The vertices are identified by their label in the vertex
set , the hyperedges by their label in the edge set. A hyperedge is undirected and
connects several vertices with each other. Different hyperedges which connect the
same vert ices are said to be parallel. For every multigraph, there is a unique asso­
ciated hypergraph.

Definition : A domain G = (V, K ; M) is called a hypergraph if V is the vertex set ,

K is the edge set and M !': K x V is a heterogeneous binary relation . The relation
M specifies the vert ices of the hyperedges and is called the incidence.

G :=(V,K;M)

V set of vertices

K set of hyperedges

M incidence

M !': KxV

Associated bipartite graph : The vertices and hyperedges of a hypergraph G
are independent objects. A hypergraph may therefore be regarded as a bipartite
graph . Since the hyperedges are undirected, the bipartite graph is symmetric. Ac­
cord ing to Sect ion 8.3.3, the following bipartite graph is associated with the hyper­
graph:

bipartite graph G =(V,K ;MT,M)

Simple vertex and edge graph The simple vertex graph and the simple edge
graph of a hypergraph are formed using the rules for bipartite graphs. The simple
vertex graph Gsv = (V ; I'sv) consists of the vertex set V and the vertex adjacency
Fsv ' Two vertices are adjacent if they are connected by an edge . The simple edge
graph G SK = (K ; I'SK) consists of the edge set K and the edge adjacency I'SK . Two
hyperedges are adjacent if they have a vertex in common.

Gsv = (V ; f sv)
GSK = (K ; f SK)

Hypergraph of a multigraph For a multigraph G = (V, K ; A, S) with the initial
incidence A and the terminal incidence S, there is a unique associated hypergraph
G H = (V , K ; M) with the incidence M = A u S. This hypergraph corresponds to an
undirected graph which may contain parallel edges and loops .
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Example 1 : Team projects

The collaboration of several persons on several projects may be represented in
a hypergraph. A person may be involved in different projects. A project may involve
different persons . The persons form the vertex set V, the projects form the set K
of hyperedges. The incidence M describes the assignment of persons to projects.
In the graphical representation, the vertices are labeled by lowercase letters , the
hyperedges by numbers. Hyperedges with more than two vertices are represented
by polygons.

abc del
1 1 0 0 0 0
0 0 1 0 0 0
1 1 0 1 1 0

0 0 1 0 1 1

1

2
3

4 MCD
4

3

The simple vertex graph Gsv = (V ; r sv) with the vertex adjacency r sv de­
scribes the relationships between different persons due to common projects . The
simple edge graph GSK = (K ; r SK) with the edge adjacency r SK descr ibes the
relationships between different projects due to common persons .

a
b

c
d

e
1

abc del
0 1 0 1 1 0

1 0 0 1 1 0

0 0 0 0 1 1

1 1 0 0 1 0

1 1 1 1 0 1

0 0 1 0 1 0

U
2

3 4

1
2

3
4

1 234

0 0 1 0
0 0 0 1

1 0 0 1

0 1 1 0
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Example 2 : Subway network

Let several subway lines and their stations be given. The trains travel in both direc­
tions on these lines. The totality of subway lines forms the subway network. This
network is represented as a hypergraph. The stations are the vertices of the hyper­
graph. The legs join ing two stations are the undirected edges of the hypergraph.
They may be used by trains from several lines, so that parallel undirected edges
occur in the hypergraph. The subway lines are subgraphs of the hypergraph.

a b c d e 9 h
line L1

k c d e m n 0

line L2

c

a

d

b

e

q

m

p

o

n

line L3

network

hypergraph
q 9 h
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8.4 STRUCTURE OF GRAPHS

8.4.1 INTRODUCTION

Structure : The structure of a graph is uniquely determined by the relations of
the domain . For example, the structure of a directed graph (V; R) is determined
by the edge relation R. In analogy with vector algebra, topology and group theory,
the question arises whether a graph may be decomposed into subqraphs which
have simple structural characteristics and yield insight into the essential structural
properties of the graph. Paths and cycles are examples of such subgraphs.

The foundations for the structural analysis of graphs are first treated for directed
graphs with directed edges and then transferred to simple graphs with undirected
edges . Multigraphs and hypergraphs may be transformed into directed and simple
graphs, so that the foundations of structural analysis treated here also apply to
these graphs .

Paths and cycles : Graphs consist of vertices and edges. An edge sequence in
a graph is a chain of connected edges. An open edge sequence with different start
and end vertices is a path. A closed edge sequence with identical start and end
vertices is a cycle. Paths and cycles can be simple or elementary. Graphs without
cycles are called acyclic graphs. Graphs which consist entirely of cycles are called
cyclic graphs. Paths and cycles in directed and simple graphs are treated in
Sections 8.4.2 and 8.4.5.

Connectedness : A graph is said to be connected if there is an edge sequence
between any two vertices. Different forms of connectedness are defined for direct­
ed graphs, in particular strong and weak connectedness. Every graph which is not
strongly or weakly connected has a unique decomposition into strongly or weakly
connected components. The connectedness of directed and simple graphs is
treated in Sections 8.4.3 and 8.4.6.

Cuts : The effects of removing edges and vertices on the connectedness of a
graph are studied. Edges are cut, or vertices are excised together with the incident
edges, and the connectedness of the remaining graph is studied. These consider­
ations lead to a classification of edges and vertices and to the definition of multiple
vertex-disjoint connectedness and multiple edge-disjoint connectedness of
graphs. Cuts in directed and simple graphs are treated in Sections 8.4.4 and 8.4.7.
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8.4.2 PATHS AND CYCLES IN DIRECTED GRAPHS

Introduction : A directed graph G = (V; R) is a structured set. It consists of the
vertex set V and a binary vertex relation R which corresponds to a set of directed
edges. The vertex set V is equipped with structure by the vertex relation R. The
structural properties of a directed graph are entirely determined by the properties
of the relation R.

Various concepts are introduced in order to study the structural properties of di­
rected graphs and to cast them in a mathematical form. The definition of paths and
cycles in a directed graph forms the basis of the structural analysis . The existence
of paths and cycles between two vertices leads to the formation of the transitive
closure R + of the relation R. The properties of the transitive closure allow a classifi­
cation into acyclic, anticyclic and cyclic graphs . The essential concepts and funda­
mentals for the structural analysis of directed graphs are treated in the following.

Predecessor and successor : A vertex x is called a predecessor of a vertex y
if there is an edge from x to y in the graph, so that the ordered vertex pair (x,y) is
contained in the relation R. If x is a predecessor of y, then y is called a successor
of x.

x predecessor of y

y successor of x

$:> (x, y) E R $:>

$:> (y,x) E RT

A vertex x in a vertex set V may be regarded as a unary point relation in V. In the
following , this unary point relation is also designated by x. The predecessorship
and the successorship of vertices x,y E V are formulated as an inclusion using such
unary relations:

x predecessor of y

y successor of x

$:> xyTb:R $:>

$:> yxTb: RT

The set of all predecessors of a vertex x E V is designated by tp (x), the set of all
successors of x by ts (x). The sets tp (x) and ts (x) are unary relations in V and are
determined as follows using the edge relation R :

predecessors of x

successors of x

tp(x) = Rx

ts (x) = RTx
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Indegree and outdegree : The number of predecessors of a vertex x is called
the indegree of x and is designated by gp(x). The indegree gp(x) corresponds to
the number of elements in the set tp (x), and hence to the number of directed edges
which end at the vertex x. The number of successors of a vertex x is called the
outdegree of x and is designated by gs (x). The outdegree gs (x) corresponds to
the number of elements in the set ts(x) , and hence to the number of directed edges
which emanate from the vertex x.

indegree

outdegree

gp(x) = Itp(x)1 = IRxl

gs(x) = Its(x)1 = IRTxl

The sum of the indegrees of all vertices x E V is equal to the number of directed
edges of the directed graph, and hence coincides with the number of elements of
the relation R. The same is true for the outdegrees.

sum I gp (x) = I gs(x) = IRI
xE V xEV

Example 1 Predecessors, successors and degrees in directed graphs

R

abc d e

a
b

c
d

e

0 1 1 0 0

0 0 0 0 1

0 1 0 0 0
0 0 0 1 1

0 0 1 1 0

:~oc 0
d 0
e 1

e

a~b 1
c 0
d 1

e 0

tp(e)

alb 0

c 1
d 1

e 0

ts(e)

x abc d e

gp(x) 0 2 2

ss (x) 2 1 1

2 2

2 2

I gp(x) = 8

I gs(x) = 8

The directed graph shown above consists of 5 vertices and 8 directed edges. The
relation is specified by a boolean matrix R. The unary point relation for the vertex e
is shown as a boolean unitvectore. The product Re yields the boolean vector tp(e)
for the set of predecessors of e. It is ident ical with the column of R which is
associated with the vertex e. The product RTe yields the boolean vector ts(e) for
the set of successors of e. It is identical with the row of R which is associated with
the vertex e. The indegrees and the outdegrees of all vertices are compiled. The
sum of the indegrees and the sum of the outdegrees are both equal to the number
of edges .
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Edgesequence : A chain of edges is called an edge sequence if the end vertex
of each edge except for the last edge is the start vertex of the following edge.

edge sequence < (XO' x.), (x., X2) , .. . , (Xn- 1, Xn) >

condition
n

/\ ((X
J"_l,XJ

.)ER)
J=l

The start vertex Xo of the first edge and the end vertex xn of the last edge are called
the start vertex and the end vertex of the edge sequence, respectively. The ver­

tices Xl to xn-1 are called intermediate vertices of the edge sequence. The num­
ber n of edges is called the length of the edge sequence. An edge may occur more
than once in an edge sequence.

Ancestors and descendants : A vertex x is called an n-th ancestor of a vertex

y if there is an edge sequence of length n from x to y in the graph. If x is an n-th
ancestor of y, then y is called an n-th descendant of x. A 1-st ancestor or 1-st
descendant of x is a predecessor or successor of x, respectively. The n-th ances­
tors and descendants of x are determined recursively from the relationships for
predecessors and successors according to the following rule:

n-th ancestors of x :

t(k)(x) = R t(k-1) (x)
P p

t(n)(x) = Rn x
p

n-th descendants of x :

t(k)(X) = RTt(k-l)(X)
s s

t(n)(x) =(Rn)T x
s

for

for

for

for

k= 1,...,n

n>O

k= 1,...,n

n>O

with

with

t(O)(x) = x
p

t(O)(x) = xs

The set of all ancestors of a vertex x is designated by tt (x); it is determined as
the union of the sets of n-th ancestors of x. The set t ~ (x) of all descendants of x
is determined analogously. The transitive closure R + of a relation R with stability
index s, defined in Section 8.2.6 , may be used to determine these sets:

ancestors of x :

tt(x) = t(~)(x) u ... u t(~)(x) = Rx u ... u RSx H" x

descendants of x :

t ~ (x) = t~) (x) u ... u t(~) (x) = RTxu ...U RsT X R +TX



www.manaraa.com

542 8.4.2 Structure of Graphs: Paths and Cycles in Directed Graphs

Path : A path from a start vertex x via intermediate vertices to an end vertex y is
an edge sequence. In a directed graph , a path may be uniquely represented as
a vertex sequence < x,...,y >. A path < x > with the same start and end vertex x
contains no edges and is called an empty path . The length of an empty path is O.
There is an empty path for every vertex of a directed graph. The existence of non­
empty paths in a directed graph is established as follows :

there is a path of length n from x to y = xy T ~ Rn

there is a non-empty path from x to y = xy T ~ R+

Cycle : A non-empty path whose start vertex and end vertex coincide is called
a cycle . A loop at a vertex is a cycle of length 1. A cycle which contains no loops
is called a proper cycle. If there is a non-empty path from x to y and a non-empty
path from y to x , then the concatenation of the two paths yields a cycle through
x and y. The existence of cycles in a directed graph is established as follows:

there is a cycle of length n > 0 through x

there is a cycle through x

there is a cycle through x and y

= xx T ~ Rn

= xx T c R +

= xyT ~ R + n R +T

Example 2 Ancestors and descendants, paths and cycles in directed graphs

a
b

c
d

e

abc d e

0 1 0 1 0
0 0 0 0 1

0 1 1 1 0
0 0 0 0 1
0 0 1 1 0

R

a
b

c
d
e

abc d e

0 0 0 0 1
0 0 1 1 0
0 1 1 1 1

0 0 1 1 0
0 1 1 1 1

a
b

c
d

e

abc d e

0 1 1 1 1
0 1 1 1 1

0 1 1 1 1

0 1 1 1 1

0 1 1 1 1

The relation R, the product R2 and the transitive closure R + for the graph under
consideration are shown as boolean matrices. The second ancestors of a vertex
are read off from the column of the matrix R2 associated with that vertex. The
second ancestors of vertex e are a, c, e. The second descendants of a vertex are
read off from the row of the matrix R2 associated with that vertex. The second
descendants of vertex bare c, d. In the same way, the ancestors and descendants
are read off from the matr ix R +. Vertex a does not have any ancestors, but it has
the descendants b,c,d,e.

The existence of paths of length 2 may be read off directly from the elements of
the matrix R2. There are paths of length 2 from vertex a to e, namely < a, b, e > and
< a, d, e >. There is no path of length 2 from vertex d to e. There is a path of length 2
from vertex d to vertex d, namely the cycle < d, e, d >. There is a path of length 2
from vertex c to vertex c, namely the improper cycle < c, C, C >. The existence of
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non-empty paths may also be read off from the elements of the matrix R +. There

is no path from vertex e to vertex a. There is a non-empty path from vertex e to d,
namely < e, d >, < e, c, d >, < e, c, b, e, d >,.... There are non-empty paths from
vertex e to e, namely the cycles < e, d, e >, < e, c, c, d, e >, < e, c, b, e >,... .

Acyclic graph : A directed graph G = (V; R) is said to be acyclic if it does not
contain any cycles. The transitive closure R + of an acyclic graph is asymmetric.
If there is a non-empty path from x to y, then there is no non-empty path from y to x,
since otherwise the concatenation of the two paths would yield a cycle.

acyclic graph := R + n R +T = 0

Anticyclic graph : A directed graph G = (V; R) is said to be anticyclic if it does
not contain any proper cycles. In contrast to acyclic graphs, an anticyclic graph
may contain loops at the vertices. The transitive closure R + of an anticyclic graph

is antisymmetric.

anticyclic graph := R + n R +T b I

Cyclic graph : A directed graph G = (V; R) is said to be cyclic if every non-empty
path in G belongs to a cycle. The transitive closure R + of a cyclic graph is symmet­
ric. If there is a non-empty path from x to y, then there is also a non-empty path from

y to x, so that the concatenation of the two paths yields a cycle .

cyclic graph := R + = R +T

Properties : The following relationships hold between the properties of a relation
R and of its transitive closure R +. If the transitive closure R + is asymmetric or

antisymmetric, then the relation R is asymmetric or antisymmetric, respectively. If
the relation R is symmetric, then the transitive closure R + is symmetric. These

relationships lead to the following implications :

acyclic graph
anticyclic graph
cyclic graph

= asymmetric graph
= antisymmetric graph
<= symmetric graph

Example 3 : Properties of graphs

asymmetric
acyclic

~~y
'f
()-- \..../'4

asymmetric
cyclic

symmetric
cyclic

These examples show that while every acyclic graph is asymmetric, not every
asymmetric graph is acyclic. They also show that while every symmetric graph is
cyclic , not every cyclic graph is symmetric.



www.manaraa.com

544 8.4.2 Structure of Graphs : Paths and Cycles in Directed Graphs

Simple path : A non-empty path is said to be simple if it does not contain any
edge more than once.The vertices and the edgesof a simple path form a subgraph
of the directed graph. If the start vertex and end vertex of a simple path are differ­
ent, the following relationships hold between the indegrees and the outdegrees of
the vertices of the corresponding subgraph :

subgraph for a simple path < x,...,z,...,y > with X;e y

start vertex gs (x) = gp (x) + 1

intermediate vertex gs (z) = gp (z)

end vertex gs (y) = gp (y) - 1

Simple cycle : A simple path whose start vertex and end vertex coincide is called
a simple cycle. In the subgraph for a simple cycle, the indegree and the outdegree
of each vertex are equal.

subgraph for a simple cycle with vertex z
vertex gs (z) = gp (z)

Eulerian paths and cycles : A simple path with different start and end vertices
is called an Eulerian path if it contains all edges of the directed graph. A simple
cycle is called an Eulerian cycle if it contains all edges of the directed graph.

Elementary path : A non-empty path is said to be elementary if it does not con­
tain any vertex more than once. The vertices and the edges of an elementary path
form a subgraph. If the start vertex and end vertex of an elementary path are differ­
ent, then the vertices of the corresponding subqraph have the following indegrees
and outdegrees :

subgraph for an elementary path

start vertex gs (x) = 1

intermediate vertex gs (z) = 1

end vertex gs (y) = 0

< x,...,z,....y > with x ;e y

gp (x) = 0

gp (z) = 1

gp (y) = 1

Elementary cycle An elementary path whose start vertex and end vertex coin­
cide is called an elementary cycle. In the subgraph of an elementary cycle, the in­
degree and the outdegree of every vertex are equal to 1. Note that the identical
start and end vertex is counted once, not twice.

subgraph for an elementary cycle with vertex z

vertex gs (z) = gp (z) = 1
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Hamiltonian pathsandcycles : An elementary path with different start and end
vertices is called a Hamiltonian path if it contains all vertices of the directed graph.
An elementary cycle is called a Hamiltonian cycle if it contains all vertices of the
directed graph.

Example 4 Eulerian and Hamiltonian paths and cycles

abc d

x abc d

c~----i

Eulerian paths

Hamiltonian paths

x

gs (x) 2

gp (x) 1

< a, d, c, a,b, d >,

< a, b,d ,c >,

g8 (x) 2

gp (x) 2

1

2

< a, b, d , c,a,d >

< b,d,c,a >

2

2

Eulerian cycles

Hamiltonian cycles

< a, d, c, a,b, d, a>, < d, c, a, d, a, b, d >

< a, b, d, c, a>, < b, d,c, a, b >
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8.4.3 CONNECTEDNESS OF DIRECTED GRAPHS

Introduction : In a directed graph G = (V ; R), a vertex mayor may not be reach­
able from another vertex along the directed edges. The concept of reachability
forms the basis for a definition of the connectedness of vertices. Different kinds of
connectedness may be defined, such as strong and weak connectedness. Di­
rected graphs which are not strongly or weakly connected may be decomposed
uniquely into strongly or weakly connected subgraphs. These subgraphs are
called strongly or weakly connected components , respectively. Connectedness
and decompos itions of directed graphs are treated in the following.

Reachability : In a directed graph G = (V ; R), a vertex y E V is said to be reach­
able from a vertex x E V if there is an empty or non-empty path from x to y. Vertex
y is reachable from vertex x if and only if the product x yT of the associated point
relations x and y is contained in the reflexive transitive closure R*.

yisreachablefromx := xyT !:R* R* =IuR +

Strong connectedness : Two vertices x and y of a directed graph are said to be
strongly connected if x is reachable from y and y is reachable from x. A directed
graph is said to be strongly connected if all vertices are pairwise strongly con­
nected.

x and yare strongly connected

the graph is strongly connected

:= xyT !: R* n R*T

:= R*n R*T = E = R* = E

Unilateral connectedness : Two vertices x and y of a directed graph are said
to be unilaterally connected if x is reachable from y or y is reachable from x. A
directed graph is said to be unilaterally connected if all vertices are pairwise
unilaterally connected.

x and yare unilaterally connected

the graph is unilaterally connected

:= xyT !: R* u R*T

:= R*u R*T = E

Weak connectedness : Two vertices x and y of a directed graph (V; R) are said
to be weakly connected if they are strongly connected in the symmetric graph
G = (V; Ru RT).A directed graph is said to be weakly connected if all vertices are
pairwise weakly connected. Since the transitive closure of a symmetric relation is
symmetric, this definition may be expressed as follows :

x and yare weakly connected := x yT !: (RU RT)*
the graph is weakly connected := (Ru RT)* = E
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Connectedness relations : The relation R of a directed graph G = (V ; R) gen­
erally contains strong , unilateral and weak connections. A relation which contains
only connections of the same type is called a connectedness relation. The con­
nectedness relations for a directed graph G are derived from the relation R and its
reflexive transitive closure R* :

strong connectedness relation

unilateral connectedness relation :

weak connectedness relation

S = R*n R*T

P = R*u R*T

C = (RuRT)*

A strongly connected vertex pair is also unilaterally connected ; a unilaterally con­
nected vertex pair is also weakly connected. Hence a strongly connected graph
is also unilaterally connected, and a unilaterally connected graph is also weakly
connected. For a symmetric graph , the three different kinds of connectedness
coincide.

inclusion

connectedness

R*n R*T b

strong =
R*u R*T

unilateral

Two different vertices which are strongly connected lie on a cycle . A strongly con­
nected graph is therefore cyclic . The converse is not true in the general case.

strongly connected graph = cyclic graph

Example 1 : Connectedness of graphs

strongly connected

weakly connected

unilaterally connected

not connected
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Properties of the connectedness relations : The strong connectedness rela­
tion S is reflexive, symmetric and transitive. Reflexivity and symmetry follow
directly from the definition. Transitivity follows from the following consideration. If
(x,y) and (y,z) are strongly connected vertex pairs , then z is reachable from x via
y and x is reachable from z via y . Hence (x,z) is also a strongly connected vertex
pair.

The unilateral connectedness relation P is reflexive and symmetric, but generally
not transitive. This follows from the following consideration. If (x, y) and (y,z) are
unilaterally connected vertex pairs, then it is possible that x is only reachable from
y and z is only reachable from y. In this case, neither is x reachable from z, nor
is z reachable from x. Thus (x, z) is not a unilaterally connected vertex pair.

The weak connectedness relation C is by definition the strong connectedness rela­
tion of an associated symmetric graph. This is reflexive, symmetric and transitive.

A reflexive , symmetric and transitive relation is an equivalence relation. Hence the
strong and weak connectedness relations are equivalence relations. The unilat­
eral connectedness relation is generally not an equivalence relation.

Decomposition into connected components : Let G = (V; R) be a directed
graph. Its strong connectedness relation S = R*n R*T and its weak connectedness
relation C = (R U RT)* are equivalence relations. Let Z stand for either of these
equivalence relations . The graph (V ; R) is connected if the equivalence relation Z
is the all relation E. If the graph (V; R) is disconnected, then it may be uniquely
decomposed into connected subgraphs. The subgraphs are called the connected
components of the graph. The decomposition is carried out in the following steps,
independent of the kind of connectedness being considered :

(1) Connected class : The vertex set V of the graph is partitioned into connect­
ed classes using the relation Z. A connected class [x] with the vertex x as a
representative contains all vertices of V which are connected with x. The
class [x] is a unary relation and is determined as follows:

[x] = Zx

(2) Mapping: The set K of all connected classes is the quotient set V / Z. Each
vertex x E V is mapped to exactly one connected class, yielding a canonical
mapping <l> :

<l>: V --+ K with K = V/Z

(3) Reduced graph The mapping <l> from the vertex set V of the directed graph
G = (V; R) to the set K of connected classes induces the reduced graph
GK = (K ; RK) .

GK = (K ; RK) with RK = <l>TR<l>
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(4) Connected component: A connected component is a connected subgraph
Gk : = (Vk' Rk) of a directed graph G = (V; R). The vertex set Vk contains
all vertices of a connected class k of the graph (V ; R). The edge set Rk =
R n (V k x Vk) contains the edges from R whose vertices belong to Vk. The
union of all connected components Gk is generally a partial graph of G, since
the union of all vertex sets Vk is the vertex set V and the union of all edge sets
Rk is only a subset of the edge set R.

U Gk ~ G
kEK

Decomposition into strongly connected components : The vertex set V of
a directed graph G = (V; R) may be decomposed into strongly connected classes
using its strong connectedness relation Z = S = R*n R*T. Two different classes
cannot be strongly connected in the reduced graph GK = (K ; RK) , since strongly
connected vertices belong to the same class . Each connected component Gk =

(V k ; Rk) has a symmetric transitive closure Rt and is therefore a cyclic graph. The
reduced graph GK = (K; RK) has an antisymmetric transitive closure R~ and is
therefore an anticyclic graph .

Decomposition into weakly connected components : The vertex set V of a
directed graph G = (V; R) may be decomposed into weakly connected classes
using its weak connectedness relation Z = C = (R U RT)* . Two different classes
cannot be weakly connected in the reduced graph GK = (K ; RK) , since weakly
connected vertices belong to the same class and the two vertices of an edge are
at least weakly connected. Hence every directed graph is the union of its weakly
connected components.

G = U Gk
kEK
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Example 2 Decomposition into strongly connected components

a

directed graph

A

reduced graph

relation R closure R* S = R* n R*T

abc del 9abc d e
a 0 1 10 0 10 a

b ~, 0 0 1 0 b
cOl 0 0 1 c
d o 0 1 o 0 d
e 0 o 0-,1 0 e
1 o 0 lO ~O 0 1

9 0 10 0 0 0 9

abc del 9
1 1 I 1 1 1 1 1

1-
1 '1 10 1 11 1

,~ 1 1 1 1W- -
0 1 1 1 1 1 1

o 1 1 1 1 1 1
1-

ot~1 0~ ~ -f1 IT0 000 o 1 1

a
b
c
d

e
1

9

1 o 0 o 0 0 0

0 1 11 1 i 1 0 0

0 W-1 1 I 1 0 0-
0 1 1 1 1 0 0
o 1 1 1 1 0 0

ol~O I O 0 1 1

o 0 10 10 0 1 1

Let the directed graph G = (V ; R) shown in the diagram be given . The relation R,
the reflexive transitive closure R* and the strong connectedness relation S are
shown as boolean matrices. The graph is not strongly connected, since the reflex­
ive transitive closure R* is not equal to the all relation E. It is decomposed into its
strongly connected components.

The strongly connected classes [a], [b] and [f] are determined using the con­
nectedness relation S. The class [a] contains the vertex a, the class [b] contains
the vertices b.c.d,e, and the class [f] contains the vertices f,g. Each vertex of the
graph G is mapped to exactly one strongly connected class. The vertex set is thus
partitioned into three strongly connected classes, which are designated by the
uppercase letters A, B, F of their representatives a, b, f in order to simplify the dia­
gram.

The boolean matrix for the mapping cI>: V -.. {A , B, F} is formed columnwise from
the boolean vectors for the unary relations [a], [b], [fl. The edge relation
RK = cI>TR cI> of the reduced graph is calculated as a product of boolean matrices .
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a
b

0 1 1
0 1 1
0 0 1

1 0 0
0 1 0
0 1 0
0 1 0
0 1 0
0 0 1
0 0 1

abc d e f 9 A B F

0 1 0 0 0 1 0
0 1 1 1 1 1 1

0 0 0 0 0 1 1

0 1 0 0 0 1 0
0 0 0 1 0 0 0
0 1 0 0 1 0 0
0 0 1 0 0 1 0
0 0 0 1 0 0 1

0 0 0 0 0 0 1

0 0 0 0 0 1 0

c
d

e
f

abc d e f 99
1 0 0 0 0 0 0
0 1 1 1 1 0 0

0 0 0 0 0 1 1

A
B
F

A B F
1 0 0
0 1 0
0 1 0
0 1 0
0 1 0
0 0 1

0 0 1

<1'
mapping

c
d

e
f

9

a
b

The decomposition of the directed graph yields three strongly connected compo­
nents, which are cyclic graphs. Like the strongly connected classes, they are des­
ignated by A, B, F. They form a reduced graph which is anticyclic . In the diagram
of the directed graph at the beginning of the example, the strongly connected com­
ponents are shaded . The reduced graph is shown alongside, with the vertices A,
B, F and the directed edges corresponding to the relation RK calculated above.

Example 3 Decomposition into weakly connected components

directed graph with weakly
connected components

symmetric graph with strongly
connected components

The figure shows a directed graph with the vertex set V = {a,...,f}, as well as the
associated symmetric graph. The weakly connected components of the directed
graph and the strongly connected components of the symmetric graph are
shaded.

The decomposition of a directed graph into its weakly connected classes is re­
duced to the decomposition of the symmetric graph into its strongly connected
classes . The strongly connected components of the symmetric graph are not con­
nected by edges, and hence neither are the weakly connected components of the
directed graph. The directed graph is the union of its weakly connected compo­
nents.
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8.4.4 CUTS IN DIRECTED GRAPHS

Introduction : The reachability and connectedness of vertices in a directed
graph are treated in the preceding section . In this section , the effects of removing
edges or vertices on reachability and connectedness in the remaining graph are
studied . For this purpose , the concept of cuts is introduced.

In a directed graph, edges may be cut or vertices may be excised. Cutting an edge
means removing the edge from the graph; this leads to a partial graph. Excising
a vertex means removing the vertex as well as the incident edges from the graph;
this leads to a subgraph .

The vertices and edges of a directed graph are classified according to how their
removal affects reachability and connectedness in the graph. This leads to con­
cepts such as vertex cuts and edge cuts or vertex-disjoint and edge-disjoint paths.
These are used to define further structural properties of graphs such as edge­
disjoint connectedness and vertex-disjoint connectedness. These concepts and
the corresponding structural properties of directed graphs are treated in the follow­
ing.

Basic edge : An edge (x, y) in a directed graph G = (V ; R) is called a basic edge
(separating edge) if the vertex y is reachable from the vertex x only via this edge.
If the basic edge is removed, then y is no longer reachable from x.

Chord : An edge (x, y) in a directed graph G = (V ; R) is called a chord if the vertex
y is also reachable from the vertex x via other edges. The chord (x, y) is the
shortest path from x to y.

Basic graph : A partial graph B = (V ; Q) of a directed graph G = (V ; R) is called
a basic graph for G if the following conditions are satisfied :

1. If a vertex y is reachable from a vertex x in the directed graph G, then y is
also reachable from x in the partial graph B.

2. If an edge from x to y is removed from the partial graph B, then y is no longer
reachable from x in the partial graph.

Construction of basic graphs : A basic graph B = (V ; Q) for a directed graph
G = (V ; R) is generally not unique. A basic graph contains all basic edges of the
graph. It may be iteratively constructed from a directed graph by removing a chord
from the current graph in every step. The transitive closure R+ of the directed
graph is identical with the transitive closure Q + of a basic graph.
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Example 1 : Basic edges and basic graph

The directed graph G = (V ; R) shown below has four basic edges and four chords.
The bas ic edges are highlighted in the diagram. A basic graph B = (V ; Q) of G is
shown. It contains the four basic edges and also a chord of the directed graph. The
transitive closure R + of the directed graph is identical with the transitive closure
Q + of the basic graph.

directed graph G = (V ; R) transitive closure R +

abc d e
a
b

c
d
e

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

basic graph B = (V ; Q) transitive closure Q +

abc d e

e

a
b

c
d

e

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

1 1 0 1 1

Edge cut : Let two different vertices x and y of a directed graph G = (V ; R) be

given. An edge set T(x ,y) [;;; R is called an edge cut if removing its edges from the

graph G has the effect that y is no longer reachable from x. An edge cut T(x, y) is

called a minimal edge cut if no other edge cut S(x ,y) contains fewer edges than

T(x ,y). The number of edges in a minimal edge cut is called the minimal edge cut
size and is designated by min t(x ,y). If a minimal edge cut contains exactly one
edge, then this edge is a bas ic edge of the directed graph.

Both the set of all edges emanating from the vertex x and the set of all edges
ending at the vertex yare edge cuts . Hence the min imal edge cut size is bounded
from above by the outdegree of x and the indegree of y.

min t(x, y) 5 min {gs(x) , gp(y)}

Edge-disjoint paths : Let x and y be two different vertices of a directed graph

G = (V ; R). Two simple paths from x to yare said to be edge-disjoint if they have

no edge in common. An edge-disjoint path set W(x,y) contains paths from x to y

which are pairwise edge-disjoint. It is called a maximal edge-disjoint path set if no

other edge-disjoint path set U(x ,y) contains more paths than W(x,y). The number
of paths in a maximal edge-disjoint path set is called the maximal number of edge­

disjoint paths and is designated by max w(x ,y).
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Every edge emanating from the vertex x and every edge ending at the vertex y can
occur in at most one edge-disjoint path from x to y. The maximal number of edge­
disjoint paths is therefore bounded from above by the outdegree of x and the inde­
gree of y.

max w(x, y) ::; min {gs(x), gp(y)}

Example 2 : Construction procedures

The following example illustrates two different procedures for constructing an
edge-disjoint path set and a corresponding edge cut. Let the illustrated directed
graph with the vertices x and y be given. It possesses a maximal edge-disjoint path
set W(x ,y) with two paths and three minimal edge cuts T(x,y) with two edges each.

maximal edge-disjoint path set :

W(x, y) = { < x, a, y > , < x, b, Y > }

minimal edge cuts :

T(x, y) : {(x, a), (x, b)}, {(x, a), (b, V)},{(a, V),(b, V)}

In the first procedure, edge-disjoint paths of the graph G are constructed in the
following steps :

1. Look for a simple path from x to y in the graph Go= G. Let this path be
w1 = < x, a, b, y >. A partial graph G1 is formed from the graph Goby removing
all edges of the path w1 from Go. This prevents the edges of w1 from being
used again in a later step.

G1 a

w1 = < x. a.b, y > ,• y

b

2. Look for a simple path from x to y in the graph G1. Since there is no such path,
the construction procedure terminates.

After this construction procedure, the edge-disjoint path set W(x,y) = {w 1} consists
only of the path w1 = < x, a, b, y >. It is not maximal. A corresponding edge cut
T(x,y) = {(x, a), (a,b), (b,y)} consists of all edges of the path w r- It is not minimal
and contains a minimal edge cut {(x, a), (b,y)} as a subset.
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In the second procedure, edge-disjoint paths of the graph G are constructed in the
following steps:

1. Look for a simple path from x to y in the graph Go= G. Let this path be
w 1 = < x, a, b, y >. A modified graph G1 is formed from the graph Go by re­
versing all edges of the path w1 in Go. This prevents the edges of w 1 from
being used again with the same direction in a later step .

w 1 = < x,a,b,y >--=------.

2. Look for a simple path from x to y in the graph G1- Let this path be
w2 = < x, b, a, y >. A modified graph G2 is formed from the graph G1 by re­
versing all edges of the path w2 in G1- This prevents the edges of w2 from
being used again with the same direction in a later step.

w2 = < x,b,a,y >-'=----_....:...-.

Check whether the path w2 contains a reversed edge of the path w 1 deter­
mined earlier. The path w2 contains the edge (b,a), which is the reverse of
the edge (a,b) in the path w 1- Two shorter paths w1 and w2 are constructed
from the two paths w 1 and w2- The path w1 = < x, a, y > is the concatenation
of the first subpath < x, a > of w 1 and the last subpath < a, Y> of w2- The path
w2 = < x, b, y> is the concatenation of the first subpath «x , b> of w2 and the
last subpath < b, Y>of w 1. The path w1 does not contain the edge (a,b), and
the path w2 does not contain the reversed edge (b,a) . The graph G2 contains
the edge (a,b) in its original direction, so that this edge is available for the con­
struction of further paths, The paths w1 and w2 are replaced by w1 and w2-

3_ Look for a simple path from x to y in the graph G2' Since there is no such path,
the construction procedure terminates.
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After this construction procedure , the edge-disjoint path set W(x,y) = {w l ' w2} con­
sists of the paths w1 = < x, a, y > and w2 = < x, b, Y>. It is maximal. A corresponding
edge cut T(x,y) consists of one edge from each edge-disjoint path, for example
T(x,y) = {(x, a), (b, y)} . It is minimal.

Edge-disjoint paths and edge cuts : Let two different vertices x and y of a
directed graph G = (V ; R) be given. The maximal number of edge-disjoint paths
leading from x to y is equal to the minimal edge cut size for x and y.

max w(x,y) = min t(x,y)

The proof of this theorem is contained in the following procedure for constructing
a maximal edge-disjoint path set and a minimal edge cut.

Construction of an edge-disjoint path set and an edge cut : Let two different
vertices x and y in a directed graph G = (V ; R) be given. A set W(x,y) of edge­
disjoint paths from x to y is constructed iteratively by modifying the original graph.
At the beginning the path set W(x,y) is empty, and the graph Go is equal to the
original graph G. In each step k = 1,2,... a path wk of the path set W(x,y) and a
modified graph Gk are determined in the following steps:

1. Look for a simple path wk from x to y in the graph Gk- 1. If there is no such
path, the path set W(x,y) is complete, and the construction terminates .

2. Form the modified graph Gk by reversing the directions of all edges of the
path wk in the graph Gk- 1.

3. Check whether the path wk contains an edge with reversed direction. If the
path wk contains an edge (b,a) with reversed direction, then a path wi with
i < k which was determined earlier contains the edge (a,b) with the original
direction. In this case, the paths Wi and wk are replaced by the two shorter
paths Wi and Wk '

Wi = < x,...,r,a,b,s,...,y>

Wi = < x,...,r,a,q,...,y>

wk = < x, ,p,b,a,q,...,y>

Wk = < x, ,p,b,s,...,y>

The new path wi does not contain the edge (a,b), and the new path wk does
not contain the reversed edge (b,a). Thus the original edge (a,b) is available
again for the construction of further paths. Due to the double reversal in steps
i and k, this edge is contained in the modified graph Gk. Step 3 is repeated
until the path wk does not contain any edges with reversed direction.
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The graph modified by the construction of the edge-disjoint path set W(x.y) is des­
ignated by G1

• The directions of all edges of the edge-disjoint paths in the modified
graph G1are reversed with respect to their directions in the original graph G. The
modified graph G1is used as follows to construct an edge cut T(x.y) associated with
W(x.y) :

1. In the modified graph G1
• all vertices reachable from the vertex x are deter­

mined and collected in the vertex set X. The vertex x belongs to the vertex
set X. since it is reachable from itself.

2. All vertices which do not belong to the vertex set X are collected in the vertex
set Y.The vertex y belongs to the vertex set Y. since there is no path from x
to y in the graph G1

•

3. The edge cut T(x,y) contains all edges (a.b) of the original graph G which lead
from a vertex a E X to a vertex b EY.

The following relationships hold between the edge-disjoint path set W(x.y) and the
corresponding edge cut T(x.y) :

1. The edge cut Ttx.y) contains only edges which occur in edge-disjoint paths.
If there were an edge (a.b) with a E X and bEY which occured in none of the
edge-disjoint paths. then its direction would not be reversed in the modified
graph G1

• Hence b would have to be reachable from a in G1
• and would there­

fore belong to the vertex set X. This contradicts the definition of X.

2. A path wk = < x.....a.b.....y > E W(x.y) consists of a subpath Wx = < x.....a >
with vertices from X and a subpath wy = < b.....y> with vertices from Y. The
subpath Wx can only contain vertices from X, since in G1 every vertex of Wx
is reachable from a. If a vertex c from wy would belong to X, b would also
have to belong to X. since b is reachable from c in G1

• This contradicts the
hypothesis bEY. Thus from each path wk E W(x.y) the edge cut T(x,y) con­
tains exactly one edge (a.b) with a E X and bEY.

3. Since the edge cut Ttx.y) contains exactly one edge from every path in W(x.y)
and all edges in Ttx.y) occur in paths from W(x.y). the size t(x.y) of the edge
cut T(x,y) is equal to the number w(x.y) of edge-disjoin t paths in W(x.y), that
is t(x.y) = w(x,y).

4. Each path of an edge-disjoint path set must contain at least one edge of an
edge cut. Hence the edge cut size t(x.y) is an upper bound for the maximal
number of edge-disjoint paths. Conversely. the number wtx.y) of edge­
disjoint paths is a lower bound for the minimal edge cut size. Since
t(x.y) = w(x.y), it follows that t(x.y) is minimal and wtx .y) is maximal.
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modified graph G1

G2

Example 3 : Edge-disjoint paths and edge cuts

original graph G modified graph

Go G 1

w1 = < x,c,d,e,y >

w1 = < x,c ,d,y >

w2 = < x, a,c, e,d,y > no further path

w2 = < x,a,c,e,y > W(x,y) = {w1' W2 }

The set W(x,y) of edge-disjoint paths from x to y in the graph G shown above is
constructed iteratively. In the first step, the simple path w1 is chosen in the original
graph Go= G, and the modified graph G1 is formed by reversing all edges of w1

in Go. In the second step, the simple path w2 is chosen in the modified graph G1,

and the modified graph G2 is formed by reversing all edges of w2 in G1. Since the
edge (d,e) occurs in w1 and the reversed edge (e,d) occurs in w2 , the paths w1
and w2 are replaced by the paths w1 and w2. In the modified graph G2, there is
no further path from x to y,and hence W(x,y) = {w l' w2 } is a maximal edge-disjoint
path set.

In the modified graph GI = G2 , the edges of the paths w1 and w2 have been re­
versed. The vertex set X = {x,a,b,c} contains the vertices reachable from x in GI

,

the vertex set Y= {d,e,y} contains the remaining vertices of G'. The minimal edge
cut T(x,y) = {(c,d), (c,e)} associated with the maximal edge-disjoint path set W(x,y)
contains the edges of the original graph G which lead from a vertex in X to a vertex
in Y. The set T(x,y) contains one edge from each of the paths w1 and w2 .

modified graph GI

~---{ d

original graph G

X = {x,a,b,c}

Y = {d,e,y}

T(x, y) = {(c,d), (c,e)}

Vertex cut : Let two different vertices x and y of a directed graph G = (V ; R) be
given. A vertex set S(x,y) ~ V - {x,y} is called a vertex cut if removing its vertices
and the incidentedges from the graph G has the effect that y is no longer reachable
from x. If there is an edge from x to y, then there is no vertex cut. A vertex cut S(x,y)
is called a minimal vertex cut if no other vertex cut Q(x,y) contains fewer vertices
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than S(x,y). The number of vertices of a minimal vertex cut is called the minimal
vertex cut size and is designated by min s(x, y). If a minimal vertex cut contains
exactly one vertex , then this vertex is called a separating vertex of the directed
graph.

If there is no edge from x to y, then both the set of all successors of x and the set
of all predecessors of yare vertex cuts. The minimal vertex cut size is therefore
bounded from above by the outdegree of x and the indegree of y.

min s(x , y) :s; min {gs(x), gp(y)} (x, y) rt;R

Vertex-disjoint paths : Let two different vertices x and y of a directed graph G =
(V ; R) be given. Two elementary paths from x to yare said to be vertex-disjoint if
they have no vertex in common other than x and y . A vertex-disjoint path set U(x, y)
contains paths from x to y which are pairwise vertex-disjoint. A vertex-disjoint path
set U(x,y) is called a maximal vertex -disjo int path set if no other vertex-disjoint path
set P(x,y) contains more paths than U(x,y). The number of paths in a maximal
vertex-disjoint path set is called the maximal number of vertex-disjoint paths and
is designated by max u(x,y) .

Every successor of x and every predecessor of y can occur in at most one vertex­
disjoint path from x to y. The maximal number of vertex-disjoint paths is therefore
bounded from above by the outdegree of x and the indegree of y.

max u(x , y) :s; min {gs(x), gp(y)}

Vertex-disjoint paths and vertex cuts : Let two different vertices x and y of a
directed graph G = (V ; R) be given which are not connected by an edge from x to y.
The maximal number of vertex-d isjoint paths leading from x to y is equal to the
minimal vertex cut size for x and y.

max u(x,y) = min s(x,y)

The proof of this theorem is contained in the following procedure for constructing
a maximal vertex-disjoint path set and a minimal vertex cut.

Construction of a vertex-disjoint path set and a vertex cut : Let two different
vertices x and y in a directed graph G = (V ; R) be given which are not connected
by an edge from x to y. The determination of a maximal set U(x,y) of vertex-disjoint
paths from x to y and a minimal vertex cut S(x,y) in the graph G is reduced to the
determination of a maximal set of edge-disjoint paths and a minimal edge cut in
a substitute graph GE. The substitute graph GE is constructed from the graph G
as follows :

Every vertex a of G is replaced by two vertices a' and a"and an edge (a.a") .

Every edge (a,b) of G is replaced by an edge (a ",b l
) .
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In the substitute graph GE , a maximal set W(x",y') of edge-disjoint paths from x"
to y' and a minimal edge cut T( x", yl) are determined. The following relationships
hold between the maximal edge-disjoint path set W(x",y') in GE and the maximal
vertex-d isjoint path set U(x,y) in G, and between the minimal edge cut T(x", y') in
GE and the minimal vertex cut S(x,y) in G :

(1) There is a one-to-one correspondence of paths w = < x",....z ', Z",...,y ' > from
x" to y' in GE with paths u = < x,...,z,...,y > from x to y in G. The vertices
z', z" and the edge (z', z") in w correspond to the intermediate vertex z in u.
Two paths from x to y in G are vertex-disjoint if and only if the corresponding
paths from x" to y' in GE are edge-disjoint. Thus there is also a one-to-one
correspondence between maximal edge-disjoint path sets W(x",y') in GE
and maximal vertex-disjoint path sets U(x,y) in G. Hence the maximal num­
ber max W(X",yl) of edge-disjoint paths in GE is equal to the maximal number
max u(x,y) of vertex-disjoint paths in G.

(2) For every maximal edge-disjoint path set W(x",y') in GE there is a minimal
edge cut T(x",y') which contains exactly one edge from every edge-disjoint
path. If T(x",y') contains an edge (a",z') with z' ~ yl or an edge (z't.a') with
z" ~ x'', then by virtue of the construction of G this edge may be replaced by
the edge (Z',Z"). Then T(x",y') contains only edges of type (Z',Z"). An edge
(Z',Z") in GE corresponds to the vertex z. Thus there is a one-to-one
correspondence between minimal edge cuts T(x",y') with edges of type
(Z',Z") in GEand minimal vertex cuts S(x,y) with intermediate vertices z ~ x,y
in G. Hence the minimal edge cut size min t(x",y') in GE is equal to the mini­
mal vertex cut size min s(x,y) in G.

(3) Since in the substitute graph GE the maximal number max w(x" ,y') of edge­
disjoint paths is equal to the minimal edge cut size min t(x",y'), it follows by
(1) and (2) that in the graph G the maximal number max u(x,y) of vertex­
disjoint paths is equal to the minimal vertex cut size min s(x, y).
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Example 4 : Vertex-disjoint paths and vertex cuts

In the directed graph G shown below, a vertex-disjoint path set and a vertex cut
are constructed as follows using the substitute graph GE and the modified substi­
tute graph Gk :

graph G substitute graph GE mod ified substitute graph Gk

u1 = < x,a,y >

u2 = < x, b,c, Y >

U(x,y) = {U 1'U2}

S(x,y) = {a,c}

w1 = < x",al,a",yl > X" = {xl,bl,b",CI}

w
2

= < xl,bl,bl,CI,C",y'> yl = {xl,al,a",c",yl,y"}

W(x",y') = {W1, w2}

T (x", v') = {(x", a'), (c', c")} --+ {(ai, a"), (c', c")}

The substitute graph GE forthe graph G is constructed. In the substitute graph GE ,

the edge-disjoint paths w1 and w2 from x" to y' are determined. The substitute
graph GE is transformed into the modified substitute graph G~ by reversing the
direction of every edge in w1 and w2 . In the modified substitute graph Gk, all ver­
tices reachable from x'' are collected in the vertex set X", and all remaining vertices
are collected in the vertex set Y'. The minimal edge cut T( x", y') contains all edges
of the substitute graph GEwhich lead from a vertex in X" to a vertex in Y' . The edge
(xv.a') is replaced by the edge (a.a"), The edges (al,a") and (CI,C") in the substi­
tute graph GE correspond to the vertices a and c in the graph G. The edge-disjoint
paths in the substitute graph GE correspond to the vertex-disjoint paths in the
graph G.

Multiple edge-disjoint reachability : A vertex y in a directed graph G = (V ; R)
is said to be n-fold edge-disjointly reachable from a vertex x if x and yare identical
or the maximal number of edge-disjoint paths from x to y is not less than n. The
multiple edge-disjoint reachability of vertices forms the basis for the definition of
multiple edge-disjoint connectedness.

Multiple edge-disjoint connectedness : Two vertices x and yare said to be
n-fold edge-disjointly connected if x is at least n-fold edge-disjointly reachable from
y and vice versa . A directed graph is said to be n-fold edge-disjointly connected
(n-edge connected) if all vertices are pairwise n-fold edge-disjointly connected.
The strong connectedness of a directed graph corresponds to simple (1-fold)
edge-disjoint connectedness.



www.manaraa.com

562 8.4.4 Structure of Graphs : Cuts in Directed Graphs

The maximal multiplicity max m of the edge-disjoint connectedness of a directed
graph is equal to the minimum of the maximal number of edge-disjoint paths for
all vertex pairs (x, y) with x ~ y. The upper bound for the maximal number of edge­
disjoint paths yields an upper bound for the maximal multiplicity.

max m = min {max w(x,y)} ~ min {gs(x),gp(x)}
x~y x

MUltiple vertex-disjoint reachability : A vertex y in a directed graph G = (V; R)
is said to be n-fold vertex-disjointly reachable from a vertex x if x and yare identical,
if there is an edge from x to y or if the maximal number of vertex-disjoint paths from
x to y is not less than n. The multiple vertex-disjoint reachability of a vertex forms
the basis for the definition of multiple vertex-disjoint connectedness.

MUltiple vertex-disjoint connectedness : Two vertices x and yare said to be
n-fold vertex-disjointly connected if x is at least n-fold vertex-disjointly reachable
from y and vice versa. A directed graph is said to be n-fold vertex-disjointly con­
nected (n-vertex connected, n-connected) if all vertices are pairwise n-fold vertex­
disjointly connected. The strong connectedness of a directed graph corresponds
to simple (1-fold) vertex-disjoint connectedness.

The maximal multiplicity max n of the vertex-disjoint connectedness of a directed
graph which is not complete is equal to the minimum of the maximal number of
vertex-disjoint paths for all vertex pairs (x, y) with x ~ y which are not connected by

an edge from x to y.

max n = min {max u (x,y) I (x,y) Et: R }
x~y

Example 5 : Multiple edge - and vertex-disjoint connectedness

1=----- ----.,( X

z directed graph

The directed graph shown above is strongly connected, and hence simply edge­
disjo intly connected. It is also doubly (2-fold) edge-disjointly connected, since from
each vertex each other vertex is reachable via exactly two edge-disjoint paths. The
graph has no higher edge-disjoint connectedness, since every vertex has inde­
gree 2 and outdegree 2 and the degree of connectedness is bounded from above

by the minimal indegree and outdegree of the vertices.

The directed graph is strongly connected, and therefore simply vertex-disjointly
connected. It is not doubly vertex-disjo intly connected, since for instance there is
only one vertex-disjoint path from the vertex x to the vertex y with the intermediate
vertex z as a separating vertex.
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8.4.5 PATHS AND CYCLES IN SIMPLE GRAPHS

Introduction : A simple graph G = (V; f) consists of a vertex set V and an adja­
cency relation r for the neighborhood of vertices. The adjacency of two vertices
is represented by an undirected edge which corresponds to a pair of edges with
opposite directions. The graph is free of loops. The adjacency relation r is sym­
metric and anti reflexive .

A simple graph is treated as a symmetric and antireflexive special case of a direct­
ed graph. The fundamentals of paths and cycles for directed graphs can largely
be transferred to simple graphs . The fundamentals of the structural analysis of
simple graphs are treated in the following.

Neighbors : Two vertices x and yare called neighbors if there is an undirected
edge between x and y in the simple graph, so that the vertex pairs (x,y) and (y,x)
are contained in the adjacency relation r.

x and yare neighbors = (x, y) E I' = (y, x) E r

If the vertices x and yare represented as unary point relations in V, which are also
designated by x and y, then their neighborhood is determined as follows using the
algebra of relations :

x and yare neighbors = x yTb I' = yx Tb I'

The set t (x) of all neighbors of a vertex x is calculated as a unary relation in the
vertex set V as follows:

neighbors of x t(x) = I'x

Degree : The number of neighbors of a vertex x is called the degree of the vertex
and is designated by g (x). The degree g (x) corresponds to the number of ele­
ments in the set t(x) and hence to the number of undirected edges at the vertex x.

degree of a vertex : g(x) = It(x)1 = [rx]

If a simple graph contains k undirected edges, then the sum of the degrees of all
vertices x E V is 2k, and hence equal to the number of elements in r .

sum of degrees I g(x) = I IrxI = Ir I = 2k
xE V XE V
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a~b 1
c 1

d 1

e 0

t(e)e

a~b 0
c 0
d 0

e 1

r

0 1 1 0 0
1 0 1 0 1

1 1 0 0 1

0 0 0 0 1

0 1 1 1 0

a
b
c
d

e

Example 1 Neighbors and degrees

abc d e

~ a
g(x) I 2

b c

3 3

d e

3 I g(x) = IfI = 12

The simple graph shown above consists of 5 vertices and 6 undirected edges. The
symmetric adjacency relation is specified by a boolean matrix r. The unary point
relation for the vertex e is shown as a boolean unit vector e. The product re yields
the boolean vector t(e) for all neighbors of e. It coincides with the column of r
which is associated with the vertex e. The degrees of all vertices are compiled. The
sum of the degrees of all vertices is equal to twice the number of undirected edges.

Edge sequence : A chain of edges is called an edge sequence if the end vertex
of each edge except for the last edge is the start vertex of the following edge.

edge sequence < (x o, x.), (x 1' x2) ' 00" (Xn -1 ' xn ) >

condition
n

./\ ((XJ'-1'xJ. ) E f)
J=1

The start vertex Xoof the first edge and the end vertex xn of the last edge are called
the start vertex and end vertex of the edge sequence, respectively. The vertices
x1 to xn- 1 are called intermediate vertices of the edge sequence. The number n
of edges is called the length of the edge sequence. If there is an edge sequence
from Xo to xn ' then by virtue of the symmetry of simple graphs there is also an edge

sequence in the reverse direction from xn to xo'

Descendants : A vertex y is called an n-th descendant of a vertex x if there is an
edge sequence of length n from x to y in the graph. If y is an n-th descendant of x,
then x is also an n-th descendant of y, since for an edge sequence from x to y there
is also a reverse edge sequence from y to x. The descendants are calculated as
for directed graphs using the n-th power I'" and the trans itive closure r + of the
adjacency relation r.

n-th descendants of x

all descendants of x

t(n) (x)

t+ (x)
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Path : A path from a start vertex x via intermediate vertices to an end vertex y is
an edge sequence. In a simple graph . it can be uniquely represented as a vertex
sequence < x•...•y >. A path < x > with the same start and end vertex x contains no
edges and is called an empty path. The length of an empty path is O. There is an
empty path for every vertex of a simple graph. The existence of non-empty paths
in a simple graph is established as follows :

there is a path of length n from x to y =
there is a non-empty path from x to y =

Cycle : A non-empty path whose start and end vertex coincide is called a cycle.
Due to the symmetry of the adjacency relation I', a simple graph contains a large
number of trivial cycles . If a path is first traversed in one direction and then retraced
in the other direction, a trivial cycle is obtained. However, trivial cycles are not sig­
nificant for the structure of simple graphs. Since the conditions for the existence
of cycles in directed graphs also hold for trivial cycles when applied to simple
graphs. they cannot be used to study simple graphs .

Simple path : A non-empty path is said to be simple if it does not contain any un­
directed edge more than once. The vertices and the undirected edges of a simple
path form a subgraph of the simple graph. If the start vertex and end vertex of a
simple path are different . then the degrees of the vertices in the subgraph have the
following properties:

subgraph for a simple path < x•...,z....,y > with x ~ y

start vertex g(x) odd

intermed iate vertex: g(z) even

end vertex g(y) odd

Simple cycle : A simple path whose start vertex and end vertex coincide is called
a simple cycle. In the subgraph for a simple cycle. the degree of every vertex is
even.

subgraph for a simple cycle with vertex z

vertex g(z) even

Eulerian paths and cycles : A simple path with different start and end vertices
is called an Eulerian path if it contains all undirected edges of the simple graph.
A simple cycle is called an Eulerian cycle if it contains all undirected edges of the
simple graph.
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Elementary path : A non-empty path is said to be elementary if it does not con­
tain any vertex more than once. The vertices and the undirected edges of an ele­
mentary path form a subgraph of the simple graph. If the start vertex and end ver­
tex of a simple path are different , then the degrees of the vertices in the subgraph
are:

subgraph for a simple path < x,..., z,...,y > with x ~ y

start vertex g(x) = 1

intermediate vertex: g(z) = 2

end vertex g(y) = 1

Elementary cycle : An elementary path whose start vertex and end vertex coin­
cide is called an elementary cycle. In the subgraph for an elementary cycle, the
degree of every vertex is 2. Note that the identical start and end vertex of the cycle
is counted once, not twice.

subgraph for an elementary cycle with vertex z

vertex z g(z) = 2

Hamiltonian paths and cycles : An elementary path with different start and end
vertices is called a Hamiltonian path if it contains all vertices of the simple graph.
An elementary cycle is called a Hamiltonian cycle if it contains all vertices of the
simple graph.

Example 2 Paths and cycles

~ a

g(x) I 3

b

3

c

4

d

3

e

3

< a,b,c,d,e,c,a> < e,b,c,d,a,c,e>

< a, b, c, a > < a, b, e, c, a >

simple paths

elementary paths

simple cycles

elementary cycles

< a,c, e, d, c, b >

< a,b,c >

< a, b, e, c, b >

< b, c, d >

The simple graph shown above does not contain any Eulerian cycles, since the
degrees of vertices a,b,d,e are odd and hence the necessary condition for a simple
cycle containing all edges of the graph is not satisfied . However, the graph con­
tains several Hamiltonian cycles. For example, the cycle < a, b, c, e, d, a > is a
Hamiltonian cycle.
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8.4.6 CONNECTEDNESS OF SIMPLE GRAPHS

Introduction : The connectedness properties of directed graphs may be trans­
ferred directly to simple graphs. The symmetry property of simple graphs leads to
essential simplifications. The different forms of connectedness of directed graphs
coincide for simple graphs and are all referred to as simple connectedness. The
fundamentals for the connectedness and the decomposition of simple graphs are
treated in the following.

Connectability : In a simple graph G = (V ; f) two vertices X,yEV are said to
be connectable if there is an empty or non-empty path between x and y. The ver­
tices x and yare connectable if and only if the product xy T of the associated point
relations is conta ined in the reflexive transitive closure r'.

x and yare connectable := x yT b r* r* = I u I'"

Simple connectedness : Two vertices x and y in a simple graph are simply con­
nected if x and yare connectable. A simple graph is simply connected if all vertices
in V are pairwise simply connected. A distinction between strong, unilateral and
weak connectedness is not possible for simple graphs, since the adjacency rela­
tion r is symmetric, which implies r*n r? = r'u r" = (rurT)* = r".

x and yare simply connected

the graph is simply connected

:= xyT b r'

:= r' = E

Connectedness relation : Like the strong and the weak connectedness relation
for directed graphs, the simple connectedness relation Z = r' for simple graphs
is an equivalence relation . It forms the basis for a decomposition of simple graphs
into their simply connected components.

Decomposition into simply connected components : A simple graph G =
(V ; f) may be decomposed into simply connected components using the simple
connectedness relation Z = r'. The vertex set V is mapped to the quotient set K =

V /Z. The vertex set Vk of a connected component Gk := (Vk ; r k) contains all
vertices of a connected class k E K. The edge set r k := r n (Vk x Vk) contains the
edges from r whose vertices belong to Vk : There are no edges between the
elements of the reduced graph . The simple graph is the union of its simply con­
nected components Gk •

G = U Gk
kEK
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Example Simple connectedness of a graph

K1~
~ ~

G,

a
b
c
d
e
1

abc del
o 1 1 1 10 0

1 0 0 1 o 0
~

1 0 0 1 o 0

1 1 1 o a a
~

o 0 o a~~-

o 0 a 0 1 0

r

abc del

a1 111 11 ~
b ~ 1 1 100

I
c 1 ,1 _1 100

d lJ......1 1 1 .~

e00001 11
f 0 0 ·0 0 -111

closure I"

The reflexive transitive closure of the graph shown above is represented as a bool­
ean matrix r", from which the simply connected classes may be read off directly.
The class [a] corresponds to the column for a in the matrix r ' . It contains the ver­
tices a,b,c,d and is the vertex set for the simply connected component G, . The
class [e] corresponds to the column e in the matrix r'. It contains the vert ices e,f
and is the vertex set for the simply connected component G2 .
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8.4.7 CUTS IN SIMPLE GRAPHS

Introduction : The connectability and connectedness of vertices in a simple
graph are treated in the preceding section. In this section, the effects of removing
edges or vertices on the connectability and connectedness in the remaining graph
are studied. For this purpose, the concept of cuts is introduced as in the case of
directed graphs .

Edges are classified into bridges and cycle edges according to how their removal
affects the connectedness of the graph. If a bridge is cut, the connectedness of the
graph is partially lost; if a cycle edge is cut, connectedness is preserved. Acyclic
graphs contain only bridges, cyclic graphs contain only cycle edges . Simple cyclic
connectedness is defined for simple graphs. Graphs which are not simply cycli­
cally connected may be uniquely decomposed into simply cyclically connected
components.

If the connectedness of a graph is partially lost by the excision of a vertex, this
vertex is called an articulation vertex. A graph without articulation vertices is ele­
mentarily cyclically connected. A graph with articulation vertices may be uniquely
decomposed into elementarily cyclically connected blocks.

The definitions of simple and elementary cyclic connectedness allow a deeper
analysis of the connectedness properties of simple graphs. They are special cases
of multiple edge- and vertex-disjoint connectedness, which is described for direct­
ed graphs in Section 8.4.4. The concepts and fundamentals for cyclic connected­
ness of graphs are treated in the following .

Bridge : An undirected edge between two vertices x and y in a simple graph
G = (V ; f) is called a bridge if x and yare connectable only via this edge. If a bridge
from x to y is removed from the simple graph, then x and yare no longer connect­
able. If a bridge is removed from a simply connected graph, the graph is divided
into two simply connected components.

Cycle edge : An undirected edge between two vertices x and y in a simple graph
G = (V ; f) is called a cycle edge if it is contained in a simple cycle. If a cycle edge
between x and y is removed from the simple graph, x and y remain connectable.
If a cycle edge is removed from a simply connected graph, simple connectedness
is preserved.
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Decomposition of the adjacency relation : Every undirected edge of a simple
graph G = (V; f) is either a bridge or a cycle edge. The adjacency relation r may
therefore be uniquely decomposed into a part r B for the bridges and a part r z for
the cycle edges.

adjacency relation for G

adjacency relation for bridges

adjacency relation for cycle edges :

r = rBurz with
r B
r z

Simple acyclic and cyclic graphs : A simple acyclic graph contains only
bridges and no cycle edges . A simple cyclic graph contains only cycle edges and
no bridges .

simple acycl ic graph

simple cyclic graph
:= r z = 0
:= r B = 0

Simple cyclic connectedness : Two vertices x and yare said to be simply cycli ­
cally connected if x and yare identical or there is a simple cycle in which they both
occur. A simple graph is said to be simply cyclically connected if all vert ices are
pairwise simply cyclically connected .

x and yare simply cyclically connected

the graph is simply cyclically connected

*:= xyT!: r z
*:= r z = E

Decomposition into simply cyclically connected components : The simple
*cyclic connectedness relation Z = r z is an equivalence relation . A simple graph

G = (V ; I') may therefore be uniquely decomposed into simply cyclically con­
nected components. The decomposition is carried out as in the case of directed
graphs. Every simply cyclically connected component is a simple cyclic subgraph .
The reduced simple graph is a simple acyclic graph if the loops at the vertices are
disregarded.

Example 1 Decomposition into simply cyclically connected components

~
B C

B B

G F

reduced graph without loops
B bridges
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bridge part r s cycle part r z
a bed e f h k a bed e f h k

a 0 o 0 0 0 0 %ijt0 a 0 1 011 1

ill
o 0

b 0 0n1o :0 .0 :0 0 0 b 1 o 0 0 1 o 0 o 0-
c 0 1 0 0 0 0 0 0 0 c 0 o 0 0 0 o 0 o 0.. .
d 0 0 10 0 0 0 0 1 0 d 1 o 0 0 1 o 0 o 0

t ~ -
e 0 00000 100 e 1 1 o 1 0 o 0 o 0-t--+ . ~ ~

f 0 o 0 0 0 0 0 jO 0 f 0 .0 ]0 0 0 o 0 1 1

' ~9 0 000 1 0 0 0 0 9 0 00 0 0 o 0 o 0
h 0 00 1 0 0 0 0 0 h 000 0 0 1 0 o 1
k 0 o 0 10 Q1 oto ~ o 0 k o 0 0 0 0 1 0 1 0

.
closure r z

b

c
d

e
f

9
h

kL..:.........:....J.....:....J....::..l....::....l....:..-'...::....:.....:....!..~

The simple graph shown above is simply connected, but not simply cyclically con­
nected . The adjacency relations for the bridge part r s and for the cycle part r z

•as well as the reflexive transit ive closure r z for the cycle part are shown as bool-
ean matrices . The undirected edges (b,c) , (d,h) , (e,g) are bridges. All remaining
edges are cycle edges . The simply cyclically connected classes can be read off

•directly from the boolean matrix for the reflexive trans itive closure rz. The simple
graph possesses the simply cyclically connected classes A, C, G, F with the vertex
sets {a,b,d,e}, {c}, {g}, {f,h,k}. These classes form the vertex set of the reduced
graph, which is a simple acyclic graph except for the loops. The bridges of the sim­
ple graph induce edges between the connected classes of the reduced graph.

Articulation vertex : A vertex a of a simple graph G = (V ; f) is called an articu­
lation vertex if two different vert ices x ~ a and y ~ a are connectable only via a.
If the articu lation vertex a is removed from the simple graph together with its
edges, then x and yare no longer connectable. If an articulation vertex is excised
from a simply connected graph, the graph is divided into severa l simply connected
components.
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Elementary cyclic connectedness : Two vertices x and y of a simple graph are
said to be elementarily cyclically connected if x and yare identical, they are neigh­
bors or there is an elementary cycle in which they both occur. A simple graph is
said to be elementarily cyclically connected if all vertices are pairwise elementarily
cyclically connected. An elementarily cyclically connected graph does not contain
any articulation vertices.

Block : A subgraph of a simple graph G = (V ; f) is called a block if it is elementa­
rily cyclically connected. A block is said to be proper if it is not contained in another
block as a subgraph. If a simple graph contains an elementary cycle , then all ver­
tices and all undirected edges of this cycle belong to a proper block.

Relationships between blocks : A simple graph G = (V ; f) may possess sev­
eral proper blocks. Two different proper blocks have the following properties:

(1) Two different proper blocks have either one vertex or no vertices in common.

(2) If two different proper blocks have a vertex in common , this vertex is an
articulation vertex of the simple graph.

(3) Two different proper blocks are not connected by edges.

Block decomposition : A simple graph G = (V ;f) may be uniquely decomposed
into proper blocks Be = (Ve ; r e). Since two different proper blocks have at most
one vertex in common and are not connected by edges, every edge of the simple
graph is associated with a unique proper block. The edge sets r e of all blocks are
therefore disjoint subsets of the edge set r of the simple graph. The vertex sets
Ve of the blocks are generally not disjoint subsets of the vertex set V of the simple
graph, since articulation vertices are contained in different vertex sets Ve .

G = U Be
e

The block structure of a simple graph is represented in a block graph. The vertices
of the block graph correspond to the proper blocks. The edges of the block graph
indicate that the two proper blocks share a common vertex, which is an articulation
vertex of the simple graph. A block graph may also be represented as a hyper­
graph in which every hyperedge corresponds to an articulation vertex .
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Example 2 Articulation vertices and block decomposition

proper blocks

A = ({a,b} ; {1})

B = ({a,d,e} ; {2,3,6})

C = ({c,e,f} ; {4,5 ,7})

D = ({e,g ,h,k}; {8,9 ,10,11 ,12})

In the simple graph shown above, lowercase letters identify vertices and numbers
identify edges. The simple graph is simply connected, but not elementarily cycli­
cally connected. For example, the vertices a and k do not lie on an elementary
cycle. The graph has the articulation vertices a and e. For example, the vertices
band d are connectable only via a, the vertices c and g only via e. The graph
possesses four proper blocks A, B, C and D, which are elementarily cyclically con­
nected. The vertices and edges of the blocks are specif ied above. Every undi­
rected edge is contained in exactly one block. The corresponding block graph with
the blocks as vertices and the articulation vertices as edges is shown as a simple
graph and as a hypergraph.

lS
B

a
A

e e e

Dee D C

simple graph hypergraph

Multiple edge- and vertex-disjoint connectedness : The fundamentals for
multiple edge- and vertex-disjoint connectedness of directed graphs are described
in Section 8.4.4. They may be directly transferred to simple graphs, taking into
account the symmetry of these graphs. Undirected edges take the place of direct­
ed edges, and connectability takes the place of reachability of vertices. The forms
of connectedness of simple graphs treated here are special cases of multiple
edge- or vertex-d isjoint connectedness which are particularly important in applica­
tions to practical problems. Simple connectedness corresponds to simple edge­
disjoint connectedness and simple vertex-disjoint connectedness. Simple cyclic
connectedness corresponds to two-fold edge-disjo int connectedness, and ele­
mentary cyclic connectedness corresponds to two-fold vertex-d isjoint connected­
ness.
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8.4.8 ACYCLIC GRAPHS

Introduction : The acyclicity of a graph leads to special structural properties of
the graph. In studying these properties, a distinction is made between directed
acyclic graphs with directed edges and simple acyclic graphs with undirected
edges.

Directed acyclic graphs possess an order structure . The vertex set is an ordered
set. The directed edges describe the order relation in the vertex set. Due to the
order structure , the vertices can be sorted . Edges can be removed from the graph
in such a manner that the order structure is preserved. The minimal structure­
preserving edge set is unique. The vertex set and the minimal edge set form the
basic graph.

Simple acyclic graphs do not have an order structure , since their edges are undi­
rected. They form undirected trees or forests .

Directed acyclic graph : A directed acyclic graph G = (V ;R) is asymmetric and
does not conta in cycles. Every path from a vertex x to a vertex y is elementary. The
closure R + is asymmetric and transitive. Hence it is a strict order relation. The
theoretical foundations of strict order relations may therefore be applied to directed
acyclic graphs .

Rank : Every vertex x of a directed acyclic graph G = (V ;R) is assigned a rank
r(x), which is a natural number with the follow ing propert ies:

(1) A vertex x has the rank r(x) = 0 if it does not have any ancestors.

(2) A vertex x has the rank r(x) = k > 0 if it has a k-th ancestor and no (k + 1)-th
ancestors.

It is only possible to assign ranks if the directed graph G is acyclic . If there is a cycle
through the vertex x, then for every k-th ancestor of x in the cycle there is a prede­
cessor in the cycle, and hence also a (k + 1)-th ancestor of x. The directed graph
must therefore be free of cycles .

If the rank r(x) of a vertex x is k, then by definition the vertex x has a k-th ancestor
but no (k + 1)-th ancestor. Thus there must be a path of length k but no path of
length k + 1 from a vertex without predecessor in G to x. Hence the rank r(x) is the
length k of a longest path from a vertex without predecessor in G to x.

Topological sorting : The determination of the ranks of the vertices of a directed
graph G = (V ;R) is called topological sorting. The vertex set V = V0 is topolog ically
sorted by iteratively reducing it to the empty vertex set 0. In step k, the vertex set
Vk is determined whose vertices x E Vk have a k-th ancestor in G and are therefore
of rank r(x) ~ k. The vertex set Vk conta ins all predecessors of the vertices in the
vertex set Vk -1' This iterative reduction is formulated as follows using unary rela­
tions:
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initial values

reduction

termination

all relation

k = 1,...•n

null relation

575

A vertex x of the vertex set Vk is of degree r(x) = k if it does not belong to the vertex

set Vk+ l ' The set Wk of all vert ices of rank k is therefore the difference Vk - Vk+ 1 '

which is calculated as the intersection of Vk and the complement of Vk+ 1 . It is
called the k-th vertex class and is determined as a unary relation as follows:

k-th vertex class: wk = vk n Vk + 1 k=O, ...,n -1

Order structure : Topologically sort ing a directed acyclic graph G = (V ;R) yields
a partition of the vertex set into disjoint vertex classes Wk with k = O,...•n -1. The
partition has the following ordinal properties :

The vertex class W0 contains all vertices of the lowest rank O. These vertices
have no ancestors in G, and hence no predecessors. They are therefore
minimal. Since there are no other vertices without predecessors, W0 con­
tains all minimal vertices.

The vertex class Wn-1 contains all vertices of the highest rank n - 1. These
vertices have no descendants in G, and hence no successors. They are
therefore maximal. Since there may generally also be other vertices without
successor, Wn- 1 generally does not contain all maximal vert ices .

Every vertex x in the vertex class Wk with k > 0 has at least one predecessor
y in the vertex class Wk - 1 . If x E Wk did not have a predecessor y EWk -1 '

then x would not have any k-th ancestors, and would therefore not belong to

Wk'

A vertex has neither a predecessor nor a successor in its own vertex class.
If y were a predecessor of x and hence x a successor of y, then the rank of
y would have to be less than the rank of x and x, y could not belong to the
same vertex class.
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Example 1 : Topological sorting

Let a directed acyclic graph be given. The calculation steps for sorting this graph
topologically are shown. The sorting leads to the formation of classes in the vertex
set of the graph . The sorted graph and its classes are represented graphically.

acyclic graph vertex classes of the graph

vertex classes

topological sorting

abc del 9

a
b
c
d

e
1

9

0 0 0 0 0 0 0
1 0 0 0 0 0 0
1 0 0 1 0 0 0
1 0 0 0 0 0 0
0 1 0 1 0 0 0

0 0 1 0 0 0 0
0 0 0 1 1 1 0

Vk = RT Vk- 1

0 0 0 0 0
-
1 0 0 0 0
1 1 0 0 0
1 0 0 0 0

- -
1 1 0 0 0

1 1 1 0 0
-

1 1 1 1 0

va V1 V2 V3 V4 Vs

1 0 0 0 0

0 1 0 0 0
0 0 1 0 0

0 1 0 0 0
-

0 0 1 0 0
- -
0 0 0 1 0

-
0 0 0 0 1

Wo W1 W2 w3 W4

Basic edges and chords : A directed acyclic graph G = (V ; R) has basic edges
and chords . An edge from x to y is called a basic edge if y is reachable from x only
via this edge. Otherwise it is called a chord . Since a directed acyclic graph does
not contain cycles, an edge from x to y is a chord if and only if there is a path of
length n > 1 from x to y.

path from x to y with n > 1

chord (x,y)

basic edge (x,y)

= xyT r;:; U Rn = R U R'' = RR+
n >l n >O

= xyTr;:;RnRR+

= xyTr;:;RnRR+
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Basic path : A directed acyclic graph G = (V ; R) does not contain cycles. If there
are one or more paths from x to y, then there is at least one path of maximal length .
A path of maximal length is called a basic path. A basic path contains only basic
edges.

Proof : A basic path contains only basic edges.

Consider a path from x to y of maximal length m which contains an edge from a
to b. If the edge from a to b were a chord, there would have to be a path from
a to b of length greater than 1, and hence also a path from x to y of length greater
than m. But this contradicts the hypothesis. It follows that all edges of a path from
x to y of maximal length are basic edges.

Basic graph : The graph B = (V ; 0) is a basic graph of a directed acyclic graph
G = (V ; R) if 0 contains only the basic edges in R. The basic graph B is constructed
by removing all chords from R. The basic graph B is unique. The transitive clo­
sures R + and 0 + coincide.

basic graph B = (V ; 0) with O=RnRR+

Proof : The transitive closures R + and 0 + coincide.

For every chord (x, y) E R there is by definition a path from x to y of length n > 1.
Thus there is also a path of maximal length from x to y which is a basic path and
consists only of basic edges. Hence y is still reachable from x if the chord (x, y) is
removed from R, so that the chord (x, y) yields no additional contribution to the
closure R + . Hence the closures R + and 0 + coincide.

Order diagram : In the topological sorting of a directed acyclic graph G = (V; R),
the rank r(x) of a vertex x E V is equal to the length of a longest path from a vertex
without predecessor to x. This path is a basic path consisting only of basic edges.
Hence removing chords from R does not change the rank r(x) of a vertex x, so that
topologically sorting the graph G = (V ; R) and its basic graph B = (V ; 0) leads to
the same result. The representation of the order structure of the basic graph with
its vertex classes is an order diagram accord ing to Section 4.2.



www.manaraa.com

578 8.4.8 Structure of Graphs : Acyclic Graphs

Example 2 : Basic graph and order diagram

Let the directed acyclic graph G = (V ; R) from Example 1 be given. The edges
(a, c) and (d, g) are chords , since there are basic paths < a, d,c > and < d, e, g >.
The basic graph B = (V ; Q) is constructed from the graph G by removing these
chords from G. The edge set Q of the basic graph is calculated using the formula
specified above. The basic graph B and the order diagram are represented graphi­
cally. The directed acyclic graph G and the basic graph B possess the same vertex
classes .

basic graph vertex classes of the basic graph

}-----.( g

Simple acyclic graph : A simple acyclic graph G = (V ;f) does not contain any
simple cycles . All undirected edges of the graph G are bridges. Removing an edge
destroys the original connectedness of the graph G.

Tree : A simple acyclic graph which is simply connected is called a tree. A tree
with n vertices has exactly n - 1 undirected edges.

tree n - k = 1
number of vertices n
number of edges k

A tree is constructed as follows: A simple graph with only one vertex and no undi­
rected edges is simply connected , does not contain simple cycles and is therefore
a tree. Simple connectedness and absence of simple cycles are preserved if the
tree is iteratively extended by adding a new vertex with a new undirected edge to
an existing vertex in each step. For n vertices, this construction leads to n - 1
edges.

In a tree, the path between two different vertices x and y is unique. If there were
several different paths between x and y, there would be cycles, but this is ruled
out by the definition of a tree.

Forest : A simple acyclic graph with several simply connected components is
called a forest. Every simply connected component is a tree. By the definition of
trees, a forest with n vertices and k undirected edges contains exactly n - k trees.

forest n - k = c
number of vertices n
number of edges k
number of components c
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Example 3 Trees and forests

tree : n = 8 k = 7 c = 1

forest: n = 13 k = 11 c = 2
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8.4.9 ROOTED GRAPHS AND ROOTED TREES

Introduction : A vertex of a graph from which all remaining vertices are reach­
able is called a root of the graph. Rooted graphs and rooted trees are of fundamen­
tal importance in computer science. For example, finite automata, syntax dia­
grams and flow diagrams are treated as rooted graphs. All hierarchical structures
are regarded as rooted trees . Searching for all vertices of a graph which are reach­
able from a given vertex leads to a search tree which corresponds to a rooted tree
and forms a skeleton of the graph. The fundamentals for rooted graphs, rooted
trees and search trees are treated in the following.

Root : A vertex w is called a root (root vertex) of a directed graph G = (V; R) if all
vertices of the graph are reachable from the vertex w. If a directed graph is not
weakly connected, then it has no root. If it is strongly connected, then every vertex
of the graph is a root.

wisaroot:= weTr;;;R*

Rooted graph : A directed graph G = (V ;R) is called a rooted graph if it contains
at least one root. In a rooted graph, there is a special form of connectedness be­
tween pairs of vertices , called quasi-strong connectedness. Two vertices x and y
are quasi-strongly connected if there is a vertex z from which the vertices x and
yare both reachable . In this case, there is a path from x to z in the dual graph GT
and a path from z to y in the graph G, so that (x,z) E R*T and (z,y) E R*, and hence
(x,y) E R*TR*. In a rooted graph, all vertices are pairwise quasi-strongly connected
via a root, so that R*TR = E holds.

x and yare quasi-strongly connected := xyT r;;; R*TR*

G = (V; R) is a rooted graph := R*TR* = E

Acyclic rooted graph : A directed graph G = (V; R) is acyclic if R+ n R+T= 0
holds. It is a rooted graph if R*TR* = E holds. An acyclic rooted graph has exactly
one root. The existence of several roots would contradict the absence of cycles .

G = (V ;R) is an acyclic rooted graph = R + n R +T= 0 1\ R*TR* = E

Rooted tree : An acyclic rooted graph G = (V ;R) is called a rooted tree if R is left­
unique, so that RRT r;;; I holds.

G=(V;R)isarootedtree := RRTr;;;I 1\ R+nR+T=0 1\ R*TR*=E

A rooted tree with the root w has the following properties :

• The root w has no predecessor.

• Every vertex X;r w has exactly one predecessor.

• Every vertex X;r w is reachable along exactly one path from w to x.

• A rooted tree with n vertices has exactly n - 1 edges.
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Forest of rooted trees : A directed graph is called a forest of rooted trees if every
weakly connected component is a rooted tree.

Example 1 : Rooted graphs and rooted trees

}------.

'y A
cS ?

c5
rooted graph
with 2 roots

rooted tree
with 12 vertices and 11 edges

Search tree : Let a vertex a in a directed graph G be given. A rooted tree with
root a which contains all descendants of a in G is called a search tree at the vertex
a . A search tree is constructed by an iterative search , starting from the vertex a .
Breadth-first search and depth-first search are distinguished.

Breadth-first search : In a breadth-first search, a vertex sequence F is main­
tained, which at first contains only the root a. As long as the vertex sequence F
is not empty, the following steps are carried out in a loop:

If the vertex at the beginning of F has a successor which has not been visited
yet, such a successor is appended to the end of the sequence F.

If the vertex at the beginning of F has no successor which has not been visited
yet, it is removed from the sequence F.

The vertices visited and the edges used in the course of the breadth-first search
form the breadth-first search tree. For every visited vertex x, the search tree con­
tains a path of minimal length from a to x. This property is of fundamental impor­
tance for determining paths of minimal length between the vertices of a directed
graph.

Depth-first search : In a depth-first search, a vertex sequence F is maintained,
which at first contains only the root a . As long as the vertex sequence F is not
empty, the following steps are carried out in a loop :

If the vertex at the end of F has a successor which has not been visited yet,
such a successor is appended to the end of the sequence F.
If the vertex at the end of F has no successor which has not been visited yet,
it is removed from the sequence F.

The vertices visited and the edges used in the course of the depth-first search form
the depth-first search tree.
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Properties : Breadth-first search and depth-first search lead to different search
trees. The depth of a search tree is the length of a longest path from the root a to
a visited vertex without successor. The breadth of a search tree is the maximal
number of visited vertices without successor. Among all search trees , a breadth­
first search tree has maximal breadth and minimal depth . A depth-first search tree
generally has small breadth and great depth.

Example 2 : Breadth-first search and depth-first search

Let the directed graph shown below be given. The descendants of the vertex care
to be determined by breadth-first search and by depth-first search. The iterative
construction of the vertex sequence F for the breadth-first search and the depth­
first search is shown.

directed graph

breadth-first search sequence F
-
.s.I--

C a
c a b
c a b d

a b d

b d

b d e
d e

d e 1
e 1
~ -

~

depth-f irst search sequence F
,--

C
f-- -

C a
c a b
c a b e

c a b e 1 I
c a b e
c a b

~~

~
:iJ~

C
L...-
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The vertex c is the root of the breadth-first search tree and the depth-first search
tree. The breadth -first search tree is constructed according to the following rule,
starting from the root c :

If a new vertex y is appended to the end of the sequence F with start vertex x,
the new vertex y and the edge from x to yare added to the breadth-first search
tree.

The depth-first search tree is constructed according to the following rule, starting
from the root c :

If a new vertex y is appended to the end of the sequence F with end vertex x,
the new vertex y and the edge from x to yare added to the depth-first search
tree .

breadth -first search tree depth-first search tree

a

c

d
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8.5 PATHS IN NETWORKS

8.5.1 INTRODUCTION

Network : Let a directed graph be given. Let a weight be associated with each
edge of the directed graph . A directed graph with edge weights is called a weighted
graph or a network. The form and meaning of the edge weights depends on the
application. For example, every edge in a network may be weighted by a real num­
ber which represents a length or by a character serving as a label.

Path problem : The determination of paths with specific properties in networks
is called a path problem. Different path problems can be formulated for different
applications. A general distinction is made between structure problems and ex­
treme value problems.

In structure problems, specific structural properties of paths between two vertices
in a network are determined. Examples include determining the existence of paths ,
determining simple or elementary paths and determining common edges or inter­
mediate vertices of all paths between two given vert ices.

In extreme value problems, minimal or maximal properties of paths between two
vertices in a network are determ ined. Examples of path problems with minimal
properties include determining a shortest path between two locat ions in a traff ic
network and determining a cost-effective path between two locat ions in a transport
network. Examp les of path problems with maximal properties include determ ining
a most reliable path between two vertices in a communication network and deter­
mining a critical path in a network schedule for a construction project.

Path : A path from i to k is an edge sequence with start vertex i and end vertex k.
The path is said to be weighted if it is associated with a weight determined from
the weights of its edges according to a given rule. Different path problems involve
different rules for assigning weights to paths . For example, the length of a path is
determined as the sum of the lengths of its edges , while the label of a path is deter­
mined as the concatenation of the labels of its edges .

Path set : A set of paths with common start vertex i and common end vertex k
is called a path set. The path set is said to be weighted if it is associated with a
weight determined from the weights of its paths according to a given rule. Different
path problems involve different rules for assigning weights to path sets . For exam­
ple, the length of a shortest path in a path set is determined as the minimum of the
lengths of paths contained in the path set.
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Path algebra : The union u and the concatenation 0 are defined as binary op­
erations for path sets and their weights . The rules for the union and concatenation
of weighted path sets are formulated such that the weights are determined directly
without explicitly constructing the path sets. This leads to path algebras for net­
works. A path algebra is said to be either boolean, real or literal if the weights of
the path sets are respectively boolean, real or literal.

The path algebras for the different path problems may be generalized by abstrac­
tion. They are conveniently formulated in matrix and vector notation. Using path
algebras reduces the solut ion of path problems to the solution of systems of equa­
tions.
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8.5.2 PATH ALGEBRA

Introduction : A directed graph consists of vertices and edges. The path alge­
bra for directed graphs is conveniently formulated if the vert ices are labeld by natu­
ral numbers and the edges by characters from an alphabet. The labels serve to
identify vertices and edges uniquely.

A path in a graph is an edge sequence. Since every edge is labeled by a character,
a path is labeled by a character string. A character string with characters from an
alphabet is called a word over the alphabet. Every path in the graph is uniquely
identified by a word . The path algebra is thereby reduced to an algebra of charac­
ters and words, called literal algebra .

A set of paths with common start vertex and common end vertex is called a path
set. On the basis of the algebra of sets and the literal algebra, the binary operations
of union (symbol u) and concatenation (symbol 0) are defined for path sets.

A weight is assigned to every path set. The binary operations of union (symbol u)
and concatenation (symbol 0) are defined for the set of weights. The operat ions
for the weights are generally different from the operations for the path sets and
depend on the path problem considered.

Assigning a weight z to a path set a defines a mapping z = f(a). This mapping is
homomorphic if the following statements hold for the union of two path sets a, b
and the concatenation of two path sets c, d :

f(a u b) = f(a) u f(b)

f(c 0 d) = f(c) 0 f(d)

If the homomorphism condition is satisfied , operations on the weights of path sets
may be performed directly without performing operations on the path sets them­
selves. The homomorphism condition is therefore of fundamental importance for
a path algebra.

Alphabet and words : A finite character set is called an alphabet and is desig­
nated by A. A finite character string with zero , one or several characters is called
a word. The character string without characters is called the empty word and is
designated by i: The set of all words including the empty word "- is designated
by A*.

Two words a, b E A* are concatenated to form a single word by appending the
character string of the second word to the character string of the first word . The
concatenation 0 is an associative operation in the set A* with the empty word "­
acting as the unit element.

assoc iative : a 0 (b 0 c) = (a 0 b) 0 c

unit element: a 0 "- = a = "- 0 a
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Edge and path labels : Every edge of a graph is labeled by a character from an
alphabet A . The literal labeling of the edges is said to be unique if any two different
edges are labeled by different characters. If the edge labels are unique , the char­
acter for an edge also serves as an edge identifier. Edge labels are assumed to
be unique in the formula tion of path algebras.

Every path in a graph is an edge sequence and is labeled by a character string,
which is a word in the set A* of words . If the edges are labeled uniquely, then the
paths are also labeled uniquely. A path without edges from a vertex k to the same
vertex k is labeled by the empty word t:

Example 1 : Literal labeling

Let the following graph with the vertices 1,...,6 and the unique edge labels a,...,h
be given:

a

b

9

®
h

The path from vertex 1 to vertex 1 is an empty path without edges and is labeled
by the empty word f... The word a with only one character is the label of a path from
1 to 2, which consists only of the edge a. The word ace is the label of a path from
1 to 5. The word fg is the label of a path from 5 to 6. Concatenating the word ace
with the word fg yields the word acefg as the label for a path from 1 via 5 to 6.

u = ace v = fg u 0 v = ace 0 fg = acefg

Path set : Let a directed graph with unique edge labels be given . A set of paths
for a vertex pair (i, k) in the graph is called a complete path set and is designated
by Wik if it contains all paths from vertex i to vertex k. A subset aik of the complete
path set Wik is called a path set. The set of all possible subsets aik of Wik is the
power set of the complete path set and is designated by P(W ik ) . Every path set aik
is an element of the power set P(W ik ) , that is aik E P(W ik ) .

The zero set, the unit set and the elementary path set are special path sets. The
path set which contains no path is called the zero set and is designated by Ow= { }.

The path set which contains only the empty path without edges from a vertex i to
the same vertex i is called the unit set and is designated by 1w = {f..}. A path set
aik is said to be elementary if it contains exactly one path which consists only of
the edge from vertex i to vertex k.

zero set Ow

unit set 1w
elementary path set aik

{ }

{f..}

{ < i, k > }
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Path set matrix : Let a directed graph with n vertices be given . The path sets for
all vertex pairs of the graph are arranged in an n x n matrix. An n x n matrix is called
a complete path set matrix and is designated by W if it contains the complete path
set Wik for every vertex pair (i, k) of the graph . An n x n matr ix is called a path set
matrix A with A c W if it contains a path set aik ~ Wik for every vertex pair (i, k) in
the graph . The set of all possible path set matrices A ~ W is called the power set
of the complete path set matrix and is designated by P(W). A path set matrix A is
an element of the power set P(W) , that is A E P(W).

The zero matrix, the identity matrix and the elementary path set matrix are special
path set matrices. A path set matrix is called a zero matrix and is designated by Ow
if it contains the zero set Owfor every vertex pair (i, k). A path set matrix is called
an identity matrix and is designated by I w if it contains the unit set 1w for every
vertex pair (k, k) and the zero set Owfor all remaining vertex pairs . A path set matrix
is said to be elementary if it contains the elementary path set aik for every vertex
pair (i, k) with an edge from vertex i to vertex k and the zero set Owfor all remaining
vertex pairs . A directed graph with unique edge labels is uniquely described by the
elementary path set matrix.

Operations on path sets: Let the path sets aik E P(W ik ) and bik E P(Wik ) be
given. The path set Cik E P(Wik ) which contains all paths which are contained in
aik or in bik is called the union of aik and bik .

union Cik == aik U bik {x I X E aik v XE bik }

Let the path sets aik E P(Wik ) and bkm EP(Wkm ) be given. The path set cim E
P(Wim ) which contains the paths which are formed by concatenating a path x E aik
and a path y E bkm is called the concatenation of aik and bkm ·
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Algebraic structure of path sets : The operations on path sets have the follow­

ing properties:

(1) The union u is idempotent, since by the definition of the union the statement
aik u aik= aik holds.

(2) The union u is associative, since by the definition of the union the statement
aiku (b ik u cik)=(aik u bik) U cikholds.

(3) The union u is commutative, since by the definition of the union the state­
ment aik u bik = bik U aik holds .

(4) The union u has the zero set Ow= { } as an identity element, since by the
definition of the union aiku Ow = {x I x E aik v x E { }} = {x I x E aik} = aik
and analogously Owu aik = aik .

(5) The concatenation ° is associative, since by the definition of the concatena­
tion the statement aik° (b km° cmj) = (a ik ° bkm)° cmj holds.

(6) The concatenation ° has the unit set 1w = {,,-} as an identity element, since
by the definition of the concatenation aik°1w = {xoy I x E aik /\ y E {"-}} =
{xo,,- I xEaik} = {x I xEaik} = aikandanalogously 1Woaik = aik.

(7) The concatenation ° has the zero set Ow = { } as an invariant element, since
by the definition of the concatenation aikoOw = {xoy I x E aik /\ y E { }} =

{xey I x E aik /\ false} = {xoy I false} = {} = Ow and likewise 0w o aik =

Ow'

(8) The concatenation ° is distributive with respect to the union, since by their
definitions the statements aik ° (b km U ckm) = (a ik ° bkm) U (aik ° ckm) and
(a ik u bik) ° ckm= (a ik ° ckm) U (b ik ° ckm) hold.

Operations on path set matrices : Let the path set matrices A, BE P(W) for a
directed graph with n vertices be given. In analogy with the algebra of relations,
the binary operations of union (symbol u) and concatenation (symbol 0) are de­
fined . The operations u and ° already defined for path sets are used for the matrix
elements.

concatenation : C = A ° B

union C=AuB [a ik u bik]
n

[ U (aim ° bmk)]m =1

For every vertex pair (i,k), the path set matr ix Au B contains the paths which are
contained in the path set aik or in the path set bik. For every vertex pair (i, k), the

path set matrix A ° B contains the paths formed by concatenating all paths in aim
with all paths in bmk for all vertices m. The concatenation of two path set matrices
is also called their product.
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Algebraic structure of path set matrices : The algebraic structure of path sets
is directly transferred to path set matrices. The doma in (P(W) ; u , 0) with the power
set P(W) of the complete path set matr ix and the binary operations u and 0 is a
special semiring as described in Example 3 in Section 3.4.2; it is called a path
algebra. It has the following properties for the path set matrices A, B, C E P(W) :

Property Union u Concatenat ion 0

idempotent A uA = A

associative A u (B u C) = (A u B) u C A 0 (B 0 C) = (A 0 B) o C

distributive A 0 (B u C) = (A 0 B) u (A 0 C) (A uB) 0 C = (A 0 C) u (B 0 C)

commutative A uB = BuA

zero element Owu A = A=AuOw Ow o A = Ow = A oOw

unit element lw 0 A = A = A 0 lw

Closure of the elementary path set matrix : Let an elementary path set matrix
A for a directed graph with n vertices be given . In analogy with the algebra of rela­
tions , the closure A* is defined as the union of the powers Am with m ~ O. For every
vertex pair (i, k), the power Am conta ins all paths which lead from vertex i to vertex
k and cons ist of exactly m edges. The power A 0 is the identity matrix I w . For every
vertex pair (i, k), the closure A*contains all paths which lead from vertex i to vertex
k. It therefore coincides with the complete path set matrix W.

A* ;= Iw u A u A2 U A3 U ... = W

If the power expression for the closure A* does not change beyond a certain finite
exponent q, the path set matrix A is said to be stable and the exponent q is called
its stability index. For every vertex pair (i, k), the closure A* of a stable path set
matrix A with stability index q contains all paths which lead from vertex i to vertex k
and consist of at most q edges. The elementary path set matrix for an acyclic graph
with n vertices is stable with a stability index q < n, since a path in this graph
consists of at most n - 1 edges. The elementary path set matrix of a graph conta in­
ing a cycle is not stable , since a path in this graph can traverse the cycle an arbi­
trary number of times and may hence consist of an arbitrary number of edges.
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Systemsof equationsfor pathsets : For a given vertex k, the path sets whose
paths lead from each of the vertices i = 1,...,n to k may be read off in column k of
the closure A*.The k-th column of the closure A* is designated by x, the unit vector
with the unit set 1w in row k by ek . If the closure A* is known, then x is calculated
as follows:

x = A*0 ek

By substituting the calculational rule for the closure A*, the following relationship
between the elementary path set matrix A and the vector x is obtained:

A* = Iw u A u A2 U 00. = A* = A 0 A* u Iw

x (A o A* U Iw)oek = A o(A*oek) U (IWoek)

x Aox U ek

For a given vertex i, the path sets whose paths lead from i to each of the vertices
k = 1,oo .,n may be read off in row i of the closure A". The transpose of row i of the
closure A* is designated by y, the unit vector with the unit set 1w in row i by ej •

Inanalogywith the result for column k of A* , row i satisfies the following equation:

y = AT o y u e j

Example2 : Path set matrices and operations

Let a directed acyclic graph with the vertices 1'00.,4 and the edges a,oo.,e be given.
Tosimplify the notation for path sets, in this example the zero set Ow= { } is desig­
nated by °and the unit set 1w = {A.} by 1.

a

b

d

e

4

The elementary path set matrix A for the directed graph is constructed as follows.
If there is no edge from vertex i to vertex k, then the path set ajk is the zero set.
If there is an edge x from vertex i to vertex k, then the path set aik = {x} is elemen­
tary.

A

0 {a} {b} 0

0 0 {c} {d}

0 0 0 {e}

0 0 0 0
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For every vertex pair (i, k), the power Am with m > 0 contains all paths which lead

from vertex i to vertex k and consist of exactly m edges. It is calculated as the prod­
uct Am- l oA according to the rules for the concatenation of path set matrices. The

calculation of the powers A 2 and A 3 is shown.

0 I {a} I (b) I 0 0 I {a} (b) 0

0 0 (c) (d) 0 0 (c) {d}
A

0 0 0 {e} 0 0 0 {e}
.- -

0 0 0 0 0 0 0 0

0 {a} (b) 0 0 0 {ac} {ad,be} 0 0 0 {ace}

0 0 {c} {d} 0 0 0 {ce} 0 0 0 0

0 0 0 (e) 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

A

The power A4 is the zero matrix Ow. Hence the path set matrix A is stable, and

its stability index is q = 3. The closure A * is the union of the powers A 0 = I w '
A1 = A, A2, A3. For every vertex pair (i, k), it contains the set of all paths from

vertex i to vertex k; hence it coincides with the complete path set matrix W.

1 {a} {b,ac} {ad,be,ace}

0 1 {c} {d,ce}

0 0 1 (e)

0 0 0 1

W

The paths from each of the vertices k = 1' 00 ' ,4 to the vertex 4 are read off directly
from the elements a~4 in column 4 of the closure A*. They may also be determined

as solutions of the system of equations x = A 0 x U 9 4, The variables xk in the

vector x correspond to the path sets a~4 of the closure A* . The vector 9 4 is the unit

vector with the unit set 1 in row 4.

0 {a} {b} 0

0 0 {c} {d}

0 0 0 {e}

0 0 0 0

o U

o

o
o
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In this example, the path set matrix A is an upper triangular matrix whose non-zero
elements lie above the diagonal. The system of equations may therefore be solved
by back substitution. The back substitution begins in row 4 and ends in row 1 of
the system of equations. Since 0 0 a = 0 and 0 u a = a, the zero operations are not
explicitly shown. The concatenation 0 takes precedence over the union u .

x
4

x3 {e} 0 x
4

= {e} 01 {e}

x2 {d} 0 x
4

u {c} 0 x3 = {d} 0 1 u {c} 0 {e} {d, ce}

x1 {b} 0 x3 u {a} 0 x2 = {b} 0 {e} u {a} 0 {d, ce} = {be, ad, ace}

Weighted path set : Every path set aikE P(Wik) is assigned a unique weight
zikE Z from a weight set Z. The zero set Ow is assigned the zero element 0z' and
the unit set 1w is assigned the unit element 1z Associating the path set aikwith
the weight zik defines a mapping.

mapping

zero element

unit element

f(a ik)

f(Ow)

f(1 w)

Zik E Z

Oz E Z

1z E Z

As for path sets, the binary operations u (union)and 0 (concatenation)are defined
for the weights. The operations for weights and the operations for path sets are
generally different. The mapping f is said to be homomorphic if the following state­
ments hold:

f(a iku bik) = f(a ik) u f(b ik)

f(a ik 0 bkm) = f(a ik) 0 f(b km)

If the mapping f is homomorphic, the weights of path sets may be determined with­
out explicitly determining the path sets, since the following implications hold for
Xij = f(aij), Yij = f(b ij) and Zij = f(cij ) :

Xik U Yik

xik 0 Ykm

Using these implications, the properties of path sets with the operations u and 0

may be transferred to the properties of weights with the operations u and o ,
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Algebraic structure of weighted path sets : Let the path sets of a directed
graph be homomorphically mapped to weights . Then the domain (Z ; u, 0) with the
weight set Z and the binary operations u and 0 is a path algebra . It has the follow­
ing properties for the elements x, y, Z E Z :

Property Union u Concatenation 0

idempotent x ux = x

associative (x u y) u z = x u (y u z) (x 0 y) 0 z = x 0 (y 0 z)

distributive x 0 (y u z) = (x 0 y) u (x 0 z) (x u y) 0 z = (x 0 z) u (y 0 z)

commutative xu y = y u x

zero element Oz u x = x = xu Oz Oz 0 x = Oz = x 0 Oz

unit element 1z 0 x = x = x 0 1z

Example 3 : Path sets and weights

Let the directed acyclic graph from Example 2 be given. Let the length of a path
from vertex i to vertex k be the number of its edges. For every vertex pair (i, k) of
the graph, the minimal length of a path from i to k is to be determined. A path alge­
bra is to be formulated for this path problem.

a
1

1
b

d
1

1
e

4

A path is designated by a word which contains the characters for the edges. The
length of the path is the number of edges, and hence the number of characters in
the word . A path set aik contains paths from i to k. The minimum of the lengths of
all paths contained in aik is taken as the weight of the path set aik .

If aik is the zero set Ow' then it contains no path from ito k. The weight of the zero
set Ow is taken to be the zero element 0z = 00 . This corresponds to the fact that
the zero set Owcontains no path with a finite number edges. If aik for i = k is the
unit set 1w' then the path set conta ins only the empty path Awithout edges. The
weight of the unit set 1w is the unit element 1z = 0.

If aik is an elementary path set, then it contains exactly one path with the edge from
i to k. Its weight is therefore the natural number 1. This weight for an elementary
path set aik corresponds to the weight of the edge from i to k. In the graph shown
above , the weight of every edge is marked as 1.
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XU (y U z)

A general path set with at least one non-empty path is assigned a natural number
as a weight. With these assignments, the weight mapping f is defined as follows:

f(Ow) °z := 00 zero element

f(1w) 1z := ° unit element

f(a ik ) E Nt aik is elementary

f(aik ) Zik E Nt aik $. {Ow,1w}

Let the path sets ajk and bik with the weights Xik = f(aik ) and Yik = f(bik) for the
minimal path lengths be given. By the homomorphismcondition the union aik U bik
of the path sets leads to the union xjk U Yik of the weights. The minimal path length
of the union aik U bik is the minimum min {X ik' Yik} of the minimal path lengths xik
and Yik' Thus the union of the weights is defined as follows:

xik U Yik := min{xik , Yik}

Let the path sets aik and bkm with the weights xik = f(a ik ) and Ykm = f(bkm) for the
minimal path lengths be given. By the homomorphismcondition the concatenation
aik 0 bkm of the path sets leads to the concatenation xik 0 Ykm of the weights. The
minimal path length of the concatenation aik 0 bkm is the sum xik + Ykm of the mini­
mal path lengths xik and Ykm' Thus the concatenation of the weights is defined as
follows:

The weight set Z for the minimal path lengths is the set of natural numbers Nt aug­
mented by the zero element 0z = 00 and the unit element 1z = O. Thus Z = Nt u
{a} u {oo}. For the weight set Z, the union U is defined as the minimum operation
and the concatenation 0 is defined as the sum operation. The domain (Z; U, 0) is
a path algebra, since for x, y,Z E Z it has the required properties :

(1) The union U is idempotent, associative and commutative :

X U x = min{x, x} = x

(x U y) U Z = min {min{x,y}, z} = min {x, min {Y, z} }

xu y = min{x, y} = min{y, x} = y U x

(2) The concatenation 0 is associative:

(x 0 y) 0 z = (x + y) + z = x + (y + z) = x 0 (y 0 z)

(3) The union U and the concatenation 0 are distributive :

x 0 (y U z)

(x U y) 0 Z

x + min{y, z}

min{x, y} +z

min{x+y, x+z}

min{x+z, y+z}

(x 0 y) U (x 0 z)

(x e z) U (ye z)
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(4) The zero element Oz = 00 is the identity element for the union u and the
invariant element for the concatenation 0 :

00 U x = min{ 00 , x}

OOO X = oo + X

x
00

min {x, oo }

x + oo

X U oo

X O oo

(5) The unit element 1z = 0 is the ident ity element for the concatenation 0 :

Oox = O+x = x = x +O = x c O

Weight matrix : Let a directed graph with n vertices, a weight set Z and a homo­
morphic mapping f be given. Then every path set matrix A may be mapped homo­
morphically to a weight matrix Z. Every path set aik of A is mapped to the weight

zik = f( aik) E Z of Z. As in the case of path set matrices, the zero matrix 0z' the
identity matrix I z and the elementary weight matrix are special weight matrices.

Operations on weight matrices : Let weight matrices X, Y for the path set ma­
trices A, B of a directed graph be given. As in the case of path set matrices, the
binary operations of union (symbol u) and concatenation (symbol 0 ) are defined
by applying the operations u and 0 defined for weights to the matrix elements.

union Z = X u Y

concatenation: Z = X 0 Y

[X ik u yikl
n

[ U (x im 0 Ymk)]
m=l

Algebraic structure of weight matrices : Since path set matr ices are homo­
morphically mapped to weight matrices, the algebraic structures of path set matr i­
ces and weight matrices and their operations u and 0 are compatible. In the set
of all possible weight matrices for a directed graph , the zero matrix Ozis the ident ity
element forthe union and the identity matrix I z is the ident ity element for the conca­
tenation.

Closure of the elementary weight matrix : Let an elementary path set matrix A
for a directed graph with n vertices be given . The elementary path set matrix A is
assigned the elementary weight matrix Z, which contains the weights of the edges
of the graph. Since the weighting is a homomorphic mapping, the closure Z* of the

weight matrix may be determined directly from the union of the powers of Z without

expl icitly calculating A*. For every vertex pair (i, k), the closure Z* contains the
weight for the set of all paths which lead from vertex i to vertex k.

* _ 2 3Z - Iz u Z u Z u Z u ...

If the power expression for the closure Z* does not change beyond a certain expo­
nent s, then the weight matrix Z is said to be stable and the exponent s is called
its stabil ity index. The weight matr ix Z may be stable even if the path set matrix A
is not stable.
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Systems of equations for weights : For a given vertex k, the weights of the
path sets whose paths lead from each of the vertices i = 1,...,n to k may be read
off in column k of the closure Z* . Column k of the closure Z* is designated by x,
the unit vector with the unit element 1z in row k by ek . If the closure Z* is known,
then x is calculated as follows :

By analogy with the equations for path sets , the vector x is the solution of the follow­
ing system of equations:

x = Z ox u ek

For a given vertex i, the path sets whose paths lead from i to each of the vert ices
k = 1,...,n may be read off in row i of the closure Z*. The transpose of row i of the

closure Z* is designated by y, the unit vector with the unit element 1z in row i by ej •

By analogy with the result for column k of Z*, row j satisfies:

y = ZToy u e j

General methods for the solution of systems of equations in a path algebra are
treated in Section 8.5.7.

Example 4 : Weight matrices and operations

Let the directed acyclic graph from Example 2 with the weights for the minimal path
lengths from Example 3 be given. To simplify the notation for the weights of path
sets, the zero element Oz = 00 is designated by n and the unit element 1z =0 by e
in this example.

a
1

1
b

d
1

1
e

4

The elementary weight matrix Z for the directed graph is constructed as follows.
If there is no edge from vertex i to vertex k, then the path set aik is the zero set and
is weighted with the zero element Z jk = n. If there is an edge from vertex i to vertex
k, then the path set ajk = {x} is elementary and is weighted with Zik = 1.

Z

n 1 1 n

n n 1 1

n n n 1

n n n n
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For every vertex pair (i, k), the power Zm with m > 0 contains the path length m if
a path of length m exists, and the zero element n otherwise. It is calculated as the
product Zm-1 0 Z according to the rules for the concatenation of weight matrices.

using the definitions for the operations of union, XikU Yik := min {Xik , Yik} ' and of
concatenation. Xik 0 Ykm := xik+ Ykm. The calculation of the powers Z2 and Z3 is
shown.

n I 1 I 1 n n 1 I 1 I n

n n 1 1 n n 1 1
Z

n n n 1 n n n 1

n n n n n n n n

n 1 1 n n n 2 2 n n n 3

n n 1 1 n n n 2 n n n n

n n n 1 n n n n n n n n

n n n n n n n n n n n n

Z Z2 Z3

The power Z4 is the zero matrix Oz. The weight matrix Z is therefore stable. and
its stability index isq = 3. The closure Z* is the union of the powers ZO = Iz• Z1 = Z.
Z2. Z3. The union corresponds to a minimum operation. Hence for every vertex
pair (i, k) the closure Z* contains the minimal path length ztk of a path from vertex
i to vertex k. If there is no path from vertex i to vertex k, then ztk is the zero element
n.

Z*

e 1 1 2

n e 1 1

n n e 1

n n n e

I u Zu Z2 U Z3
Z

The minimal path lengths from each of the vertices k = 1•...,4 to the vertex 4 are

read off directly from the elements Z~4 in column 4 of the closure Z*. They may also
be determined directly as solutions of the system of equations x = Z 0 x U e4 . The
variables xk of the vector x correspond to the minimal path lengths Z~4 of the
closure Z*. The vector e4 is the unit vector with the unit element e in row 4.

n 1 1 n

n n 1 1

n n n 1

n n n n

X1
n Oz = 00

n

x2
e 1z = 0n

0 U
x3 n

x4 e
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2

x4 e

xs 1 0 x4 1 + x4 1+0

x2 1 0 x4 U 1 0 Xs min {1 + x4' 1 + xs} min {1,2}

x1 1 0 Xs u 1 0 x2 min {1 + xs' 1 + x2} min {2,2}

In this example, the weight matrix Z is an upper triangular matrix whose non-zero
elements all lie above the diagonal. The system of equations may therefore be
solved by back substitution .The back substitution begins in row 4 and ends in row 1
of the system of equations . Since n 0 z = nand n u z = z, the zero operations are
not explicitly shown. The concatenation 0 takes precedence over the union u .

o

The minimal path length from vertex 1 to vertex 4 is x1 = Z~4 = 2. The graph con­
tains two paths, ad and be, with the minimal path length 2. If the labels of the paths
of minimal length are to be determined, a suitable literal path algebra needs to be
formulated (see Section 8.5.5).

Path algebras for graphs : Different path algebras may be schematically con­
structed for different path problems in networks . The construction is carried out in
the following steps:

1. specify the path problem

2. define the weight set Z for path sets

3. define the operations u and 0 on the weight set Z

4. prove the properties for the domain (Z ; u , o) of the weights

5. study the stability of the elementary weight matrix Z

The weights may be boolean values, real numbers or literals . Accordingly, bool­
ean, real and literal path algebras are distinguished. In the following sections they
are treated for different path problems according to the construction scheme de­
scribed above.
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8.5.3 BOOLEAN PATH ALGEBRA

Problem : Let a directed graph be given . For every vertex pair (i, k) of the graph ,
it is to be determined whether there is at least one path from i to k. This problem
is solved in Section 8.4.2 using the algebra of relations by iteratively determining
all descendants of the vertex i. The same problem is now solved by weighting the
path sets with the boolean path existence values {D , 1}. The path algebra for deter­
mining the existence of paths is called a boolean path algebra.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
A boolean value of Dor 1 describing path existence is chosen as the weight zik of
the path set aik. If the path set aik is the zero set Dw , then zik= D. If the path set

aik is the unit set 1w' then zik = 1. If the path set aik is neither the zero set Dw
nor the unit set 1w ' then zik= 1. Thus the weight mapping is defined as follows :

f(Dw)

f( 1w)

f(a ik)

D

Operations : The operations u and 0 are defined for the weight set Z = {D, 1}.
Let the path sets aik, bikbe weighted with the path existences Xik' Yik. The weight

Xiku Yik of the union aikU bik is the logical disjunction xik v Yik ' The weight
xik0 Ykm of the concatenation aik 0 bkm is the logical conjunction xik /\ Ykm'

union xik U Yik := xik V Yik

concatenation : Xik 0 Ykm:= xik /\ Ykm

The domain ({D , 1} ; u, 0) is a boolean path algebra with the zero element D and
the unit element 1. The operations U and 0 possess the properties required in
Sect ion 8.5.2.

Weight matrices : Let a directed graph be given. If the graph contains an edge

from vertex i to vertex k, then the element Zik of the elementary weight matrix Z
is 1. Otherwise zik = D. The matrix Z is stable. If the graph contains a path from
vertex i to vertex k, then the element ztk of the closure Z* is 1. Otherwise Ztk= D.
The closure Z* contains the diagonal elements Z~k = 1. The elementary weight
matrix Z is identical with a boolean matrix R, and the closure Z* is identical with
the closure R* of the algebra of relations.

Example : Existence of paths

Let the directed graph illustrated below with the elementary weight matr ix Z and
the corresponding closure Z* be given. All vertices of the graph which are the start
vertex of a path to the vertex 5 are to be determined.
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1 234 5 6
1 11 11 1 1 1

0 11 10 1 1 1

001 1 1 1

o 0 10 1 0 1
o 0 10 0 1 1

0 10 10 0 0 1

z·

If the closure Z* is known, the solution may be read off from column 5 of Z*. The
vertices i E {1, 2, 3,5} for which the element z~ has the value 1 are start vertices
of a path to the vertex 5. Formally, the solutionvector x is determinedby multiplying
Z* by the unit vector es :

x = Zoo es

x

1 11 1 1 1 1

0 11 0 1 1 1

o 0 1 1 1 1

o 0 0 1 0 1

0 10 0 o 1 1

0 10 0 0 ,0 1

o
o
o

o
o
1
o

1

1

1

o
1

o

If the closure Z* is not known, the column vector x is determined by solving the
system of equationsconstructedaccordingto Section8.5.2. In this examplex may
be determined directly by back substitution, since the matrix Z contains only zero
elements on and below the diagonal.

x = Z o xu es

=

0 1 I 1 0 0 0

0 0 0 1 1 0

0 0 0 1 1 0

0 0 0 0 0 1

0 0 0 0 0 1

0 0 0 0 0 0

Xl 0
x2 0
x3 0

0 UX4 0
xs_ 1
x6 0

The back substitution begins with the last equation and proceeds as follows :

xs 0 u 0 0

Xs 1 0 Xs u 1 Xs u 1 0 v 1 1

x4 1 0 Xs u 0 Xs u 0 0 v 0 0

x3 1 0 x4 U 1 0 Xs u 0 x4 U Xs 0 v 1 1

x2 1 0 x4 U 1 0 xs u 0 x4 U Xs o v 1 1

x1 1 0 x2 U 1 0 x3 U 0 x2 U x3 1 v 1 1
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8.5.4 REAL PATH ALGEBRA

Introduction : A path algebra is said to be real if the path sets are weighted by
real numbers. Different real path problems lead to path algebras which differ in the
definition of the binary operations u (union) and 0 (concatenation) for the weight
set. In applications of real path algebras, the following extreme value problems for

a vertex pair (i, k) are important:

determination of the minimal path length

determination of the maximal path length

determination of the maximal path reliability

determination of the maximal path capacity

8.5.4.1 Minimal path length

Problem : Let every edge of a directed graph be assigned a non-negative real
number as an edge length. Let the length of a path from vertex i to vertex k be the
sum of the lengths of all edges contained in the path . There may be different paths

with different path lengths from vertex i to vertex k. The minimal path length from

i to k is to be determined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
The minimum of the lengths of the paths contained in aik is chosen as the weight

Zikof the path set aik. If the path set aik is the zero set Ow. then Zik= 00 . If the path
set aik is the unit set 1w ' then zik = o. If the path set aik is neither the zero set Ow
nor the unit set 1w ' then Zik is a non-negative real number. Thus the weight map­
ping is defined as follows:

f(Ow) Oz 00

f( 1w) 1Z °
f(aik) Zik EO Rt for aik $. {Ow. 1w}

Operations : For the weight set Z= Rt u {oo}. the operations u and 0 are de­
fined as follows. Let the path sets aik• bikbe weighted by the minimal path lengths

xik• Yik. The weight xik u Yikof the union aik u bik is the minimum min {x ik• Yik} of
the two minimal path lengths. The weight xik 0 Ykm of the concatenation aik 0 bkm
is the sum Xik + Ykm of the two minimal path lengths.

union xik U Yik := min {x ik• Yik}

concatenation: xik 0 Ykm := xik + Ykm

The domain ( Rt u { 00 } ; U. 0 ) is a real path algebra with the zero element 00 and
the unit element o. The operations u and 0 possess the properties required in

Section 8.5 .2.
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n := 00

Weight matrices : Let a directed graph be given. If the graph contains an edge
from vertex i to vertex k, then the element zik of the elementary weight matrix Z
is equal to the edge length. Otherwise zik is the zero element. The matrix Z is
stable. If the graph contains paths from vertex i to vertex k, then the element Z~k

of the closure Z* is equal to the minimal path length from i to k. Otherwise z~k is
the zero element. Every diagonal element Z~k of the closure Z* is the unit element.

Example : Minimal path length

Let the illustrated acyclic directed graph with the elementary weight matrix Z for
the edge lengths be given. The minimal path lengths from vertex 1 to all other ver­
tices of the graph are to be determined.

1 234 5 6
1 n l2 1 n n n

21~n n 4 6 !:!.
3 n n n 1 3 n
4 ~ · ~n n 3

5 n rnjn n n~
6nnnnnn z

Since the closure Z* is not known, its first row is determined by solving the system
of equations constructed according to Section 8.5.2. In this example, the solution
vector x may be determined directly by forward substitution, since the matrix ZT
contains only zero elements on and above the diagonal.

x = ZTo xu e1

=

n ~~I ~12" n n n n n
1 n n n n n
n 4 1 n n n

1- '
n 6 3 n ln n
n n n 3 12 n

Xl e n := 00
X2 n e := 0-
X3

U
n

0 - -
X4 n
Xs n
X6 n

The forward substitution begins with the first row and proceeds as follows :

Xl min {n, e} min {oo , O} 0

x2 min {2 + x1 ' n} min {2, 00} 2

x3 min {1 + x1' n} min {1, oo } 1

x4 min {4 + x2' 1 + x3' n} min {6, 2, 00} 2

Xs min {6 + x2' 3 + x3' n} min {8, 4, 00} 4

x6 min {3 + x4 ' 2 + xs, n} min {5, 6, 00} 5

The solution shows that there are paths from vertex 1 to all other vertices . There
is a path of minimal path length 5 from vertex 1 to vertex 6.
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8.5.4.2 Maximal path length

8.5.4 Paths in Networks : Real Path Algebra

Problem : Let every edge of a directed graph be assigned a non-negative real
number as an edge length. For a given vertex pair (i, k), the maximal path length
from i to k is to be determined. If the vertices i and k lie on a cycle of pos itive length,
then no maximal path length exists. Paths of maximal length are therefore deter­
mined for acyclic graphs only.

Weights : Let a path set aik containing paths from vertex i to vertex k be given.
The maximum of the lengths of the paths contained in aik is chosen as the we ight

Zik of the path set aik. If the path set aik is the zero set Ow' then zik = - 00. If the
path set aik is the unit set 1w' then zik = O. If the path set aik is neither the zero
set Ow nor the unit set 1w' then Zik is a non-negative real number. Thus the weight
mapping is defined as follows :

f(Ow) = Oz - 00

f( 1w) = 1z °
f(aik) = Zik E R + for aik $. {Ow,1 w}0

Operations : For the weight set Z = R~ u { - 00 } the operations u and 0 are de­
fined as follows. Let the path sets aik, bikbe weighted by the maximal path lengths

Xik ' Yik' The we ight XikU Yikofthe union aik U bik is the max imum max {Xik ' Yik} of
the two maximal path lengths. The weight xik 0 Ykm of the concatenation aik 0 bkm
is the sum Xik + Ykm of the two maximal path lengths.

union Xiku Yik := max {xik ' Yik}

concatenation : xik 0 Ykm := xik + Ykm

The domain ( R~ u {- 00 }; u, 0 ) is a real path algebra with the zero element - 00 and
the unit element O. The operations U and 0 possess the properties required in
Section 8.5.2.

Weight matrices : Let a directed graph be given. If the graph contains an edge
from vertex i to vertex k, then the element zik of the elementary weight matrix Z
is equal to the edge length. Otherwise Zik is the zero element. The matrix Z is only
stable if the graph is acyclic. If the graph contains paths from vertex i to vertex k,
then the element Z~k of the closure Z* is equal to the maximal path length from i
to k. Otherwise z~k is the zero element. Every diagonal element Z:k of the closure
Z* is the unit element.
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Example : Maximal path length

Let the acyclic directed graph from the example in the preceding sect ion be given,
for which the minimal path lengths from vertex 1 to all other vert ices of the graph
were determined. In this example , the maximal path lengths from vertex 1 to all
other vertices of the graph are to be determined. Like the minimal path lengths , the
maximal path lengths are determ ined by solving the following system of equat ions
using forward substitution:

x = ZTo X u e 1

Xl n n n n n n Xl e n := - 00
-

X2 e := 0x2 2 n n n n n n,
X3 1 n n n n n x3 n.. 0 U -
x4 n n x4 n

-
Xs n n Xs n
x6 X6 n

The solution of this system of equations differs from that in the preceding section,
since the operations 0 and u are defined differently. The forward substitution be­
gins with the first row and proceeds as follows :

x1 max {n, e} max {- oo, O} 0

x2 max {2 + x. , n} max {2, - oo} 2

x3 max {1 + x., n} max {1 ,- 00} 1

x4 max {4 + x2' 1 + x3' n} max {6, 2, - oo} 6

Xs max {6 + x2 ' 3 + x3' n} max {8, 4, - oo} 8

xa max {3 + x4 ' 2 + xs, n} max {9,10, - 00} = 10

The solution shows that there are paths from vertex 1 to all other vertices of the
graph. There is a path of maximal path length 10 from vertex 1 to vertex 6.
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8.5.4.3 Maximal path reliability

8.5.4 Paths in Networks : Real Path Algebra

Problem : Let every edge of a directed graph be assigned a real number in the
interval]O.O, 1.0] as an edge reliability. Let the reliability of a path from vertex i to
vertex k be the product of the reliabilities of all edges contained in the path. There
may be different paths with different reliabilities from vertex i to vertex k. The
maximal reliab ility of a path from vertex i to vertex k is to be determined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.

The maximum of the reliabilities of the paths contained in aik is chosen as the

weight Zik of the path set aik. If the path set aik is the zero set Ow' then Zik = 0.0.
If the path set aik is the unit set 1w ' then zik = 1.0. If the path set aik is neither the
zero set Ow nor the unit set 1w' then 0.0 < zik ~ 1.0. Thus the weight mapping is
defined as follows :

f(Ow) 0z 0.0

f(1 w) 1z 1.0

f(aik) Zik E ]0.0,1.0] for aik $. {Ow,1 w}

Operations : The operations u and 0 are defined for the weight set Z = [0.0 ,1.0].

Let the path sets aik, bikbe weighted by the maximal path reliabilities xik' Yik' The

weight xikU Yik of the union aik U bik is the maximum max {Xik ' Yik} of the two
maximal path reliabilities. The weight xik 0 Ykm of the concatenation aik 0 bkmis the
product Xik ' Ykm of the two maximal path reliabilities.

union xik U Yik := max {Xik ' Yik}

concatenation : xik 0 Ykm := xik' Ykm

The domain ([0.0,1.0] ; u , 0) is a real path algebra with the zero element 0.0 and
the unit element 1.0. The operations U and 0 possess the properties required in

Section 8.5 .2.

Weight matrices : Let a directed graph be given. If the graph contains an edge
from vertex i to vertex k, then the element zik of the elementary weight matrix Z

is equal to the edge reliability. Otherwise Zik is the zero element. The matrix Z is
stable. If the graph contains paths from vertex i to vertex k, then the element Z~k

of the closure Z* is the maximal path reliability from i to k. Otherwise z~k is the
zero element. Every diagonal element Z;k of the closure Z* is the unit element.
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8.5.4.4 Maximal path capacity

607

Problem : Let every edge of a directed graph be assigned a positive real number
as an edge capacity. Let the capacity of a path from vertex i to vertex k be the mini­
mum of the capacities of all edges contained in the path. There may be different
paths with different capacities from vertex i to vertex k. The maximal capacity of
a path from i to k is to be determined.

Weights : Let a path set aik containing paths from vertex i to vertex k be given.
The maximum of the capacities of the paths contained in aik is chosen as the

weight zik of the path set aik. If the path set aik is the zero set Ow ' then zik = O.
If the path set aik is the unit set 1w' then zik = 00 . If the path set aik is neither the
zero set Ow nor the unit set 1w' then zik is a positive real number or 00 . Thus the
weight mapping is defined as follows :

f(Ow) = Oz °
f( 1w) = 1z 00

f(aik) = Zik E R + u {oo } for aik ~ {Ow,1 w}

Operations: For the weight set Z = R t U {oo}, the operations u and 0 are de­
fined as follows. Let the path sets aik, bikbe weighted by the maximal path capaci­

ties Xik' Yik· The weight XikU Yikof the union aik U bik is the maximum max {x ik,
Yik} of the two maximal path capacities. The weight Xik 0 Ykm of the concatenation
aik 0 bkm is the minimum min {x ik ' Ykm} of the two maximal path capacities.

union xik U Yik := max {Xik, Yik}

concatenation : Xik 0 Ykm := min {Xik' Ykm}

The domain ( R t U { 00 }; u, 0 ) is a real path algebra with the zero element °and
the unit element 00. The operations U and 0 possess the properties required in
Section 8.5.2.

Weight matrices : Let a directed graph be given. If the graph contains an edge
from vertex i to vertex k, then the element Zik of the elementary weight matrix Z
is equal to the edge capacity. Otherwise Zik is the zero element. The matrix Z is
stable. If the graph contains paths from vertex i to vertex k, then the element z~k

of the closure Z* is equal to the maximal path capacity from i to k. Otherwise

~k is the zero element. Every diagonal element z~k of the closure Z* is the unit
element.
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Example : Maximal path capacity

Let the acyclic directed graph shown below with the elementary weight matrix Z
for the edge capacities be given. The maximal path capacities from vertex 2 to all
other vertices of the graph are to be determined.

1 2 3 4 5 6
n := °1 n 3 1 n n n3 4 r-

3 2 n n n 2 I .) n
3 n n n 3 .5 n
4 n .n tn jn n 4

5 n n n n n 2
~ - ..

6 n n n n n n Z

Since the closure Z* is not known, its second row is determined by solving the
system of equations constructed according to Section 8.5.2.

x = ZTo X u e2

Xl n n n n n n Xl n n := °~

x2 3 n n n n n x2 e e := 00
~

x3 1 n n n j n . n X3 n
= 0 UX4 n 2 3 n n n x4 n-

Xs n 1 5 n n n Xs n
Xs n ln

t
Xsn 4 2 n n

The maximal path capacit ies are determined by forward subst itution :

Xl max {n,n} max {O,O} °
x2 max {min {3,x 1} , e} max {O, oo} 00

x3 max {min {1.x.}, n} max {O, O} °
x4 max {min {2,x 2} , min {3,x3} , n} max {2, 0, O} 2

Xs max {min {1,x2} , min {5,x 3} , n} max {1, 0, O} 1

x6 max {min {4,x 4}, min {2,x s}, n} max {2, 1, O} 2

The solut ion shows that there are paths from vertex 2 to the vertices k E {2, 4, 5,6 }.
There is a path of maximal path capacity 2 from vertex 2 to vertex 6.
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8.5.5 LITERAL PATH ALGEBRA

Introduction : The literal labeling of graphs is treated in Section 8.5.2. It forms
the basis for literal path algebras. Literal path algebras for different path problems
differ in the definition of the literal we ight set and the def initions of the operations.
The literal path algebras are particularly important for structure problems in graph

theory :

determination of the simple paths and cycles

determination of the elementary paths and cycles

determination of the separating edges and vertices

determination of the shortest or the longest paths and cycles

8.5.5.1 Path edges

Problem : Let the edges of a directed graph be uniquely labeled by the charac­
ters of an alphabet fA . Let every path from vertex i to vertex k of the graph be
mapped to the set of characters for its edges . The set of characters for all edges
which are contained in at least one of the paths from vertex i to vertex k is to be

determined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
The set of characters for the edges contained in the paths of aik is chosen as the

weight zik of the path set aik· If the path set aik is the zero set Ow' then zik = Oz=
{ 00 } with the character 00 which does not belong to the alphabet fA. If the path set
aik is the unit set 1w ' then Zik = 0 ={}. If the path set aik is neither the zero set
Ow nor the unit set 1w' then zik is a subset of the alphabet fA , and hence an ele­
ment of the power set P( fA ). Thus the weight mapping is defined as follows :

f(Ow) = Oz

f( 1w) = 1z

f(aik) = zik E

{oo }

{}

P( fA) for

Operations : FortheweightsetZ = P( fA )u {Oz} , the operations u and 0 are de­

fined as follows. Let the path sets aik, bikbe weighted by the character sets Xik' Yik
which are subsets of the alphabet fA. The weight Xik U Yikof the union aik U bik is

the union Xik U Yikof the two character sets. The weight Xik 0 Ykm of the concatena­
tion aik 0 bkm is also the union xikU Ykm of the two character sets.

union xik U Yik := Xik U Yik

concatenation: xik 0 Ykm := Xik U Ykm

Xik'Yik EP( fA)

xik' Ykm E P(fA)
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The domain (P( IA ) u {Oz} ; U, 0) is a literal path algebra with the zero element Oz
= {oo} and the unit element 1z = { }. The operat ions U and 0 have the propert ies
required in Section 8.5.2 if the union u and the concatenation 0 for the zero ele­
ment are defined as follows :

union Xik U Oz

concatenation : Xik 0 Oz

OZ U Yik := Yik

OZ oYkm: = Oz

Weight matrices : Let a directed graph be given. If the graph contains an edge
from vertex i to vertex k, then the element Zik of the elementary weight matrix Z
is a one-e lement set contain ing only the character for the edge from i to k. Other­
wise zikis the zero element. The matrix Z is stable . If the graph contains paths from
vertex i to vertex k, then the element z:kof the closure Z* is equal to the set of char ­
acters for the edges contained in at least one of the paths from i to k. Otherwise
Z:k is the zero element. If the graph contains cycles through the vertex k, then the
element Z: k of the closure Z* is the set of characters for the edges contained in
at least one cycle through k. Otherw ise Z: k is the unit element.

Example : Path edges

Let the illustrated acyclic graph with literal edge labels be given. The path edges
for the paths from each vertex of the graph to vertex 6 are to be determined.

c

a e
g

b

2 j-- - - - --'--- - - - _+( 6

Since the closure Z* is not known , its sixth column is determined accord ing to
Section 8.5.2 as the solut ion of the following system of equations :

x = Z ox U e6

0 0 {a} 0 {c} 0

0 0 {b} 0 o {I}

0 0 o {d} 0 0

0 0 o 0 {e} 0

0 0 0 0 o {g}

0 0 o 0 0 0

X1 0 0 := Oz = {oo}
-x2 0 1 0 = { }

x3 0
0 Ux4 0

Xs 0
Xs 1
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The path edges are determined by back substitution :

x6 0 o x6 U 1 Ou1

Xs {g} 0 x6 U 0 {g} o1 {g}

x4 {e} 0 Xs u 0 {e} o{g} {e,g}

x3 {d} 0 x4 u 0 {d} o{e ,g} {d,e,g}

x2 {b} 0 x3 u {f} 0 x6 u 0 {b} o{d ,e ,g} u {f} 0 1 = {b,d,e,f,g}

x1 {a} 0 x3 u {c} 0 Xs u 0 {a} o{d ,e ,g} u {c} o{g} = {a,c ,d,e ,g}

The solution shows that there is at least one path from each vertex of the graph
to the vertex 6. The set of edges which are contained in at least one of the paths
from vertex 1 to vertex 6 is x1 = {a, c, d, e, g}.

8.5.5.2 Common path edges

Problem : Let the edges of a directed graph be uniquely labeled by the charac­
ters of an alphabet fA . Let every path in the graph from vertex i to vertex k be
mapped to the set of characters for its edges. The set of characters of the edges
which are contained in each of the paths from vertex i to vertex k is to be deter­
mined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
The set of characters of the edges which are contained in each of the paths of aik
is chosen as the weight zik of the path set aik. The weight mapping for common
path edges has the same form as the weight mapping for path edges defined in
Section 8.5.5.1.

Operations : For the weight set Z = P( fA )u {Oz}, the operations u and 0 are de­
fined as follows . Let the path sets aik, bikbe weighted by the character sets Xik' Yik
which are subsets of the alphabet fA . The weight Xiku Yikof the union aik U bik is
the intersection xik n Yik of the two character sets. The concatenation is defined
in the same way as for path edges in Section 8.5.5.1.

union

concatenation :
Xik U Yik := xikn Yik

xik 0 Ykm := xik U Yik

Xik ' Yik E P(fA)

xik ' Ykm E P(fA)

The domain (P ( fA ) U {Oz} ; u , 0) is a literal path algebra with the zero element Oz
= {oo} and the unit element 1z = { }. The operations U and 0 have the properties
required in Section 8.5.2 if the operations U and 0 for the zero element are defined
as follows in analogy with the algebra for path edges:

union xik U Oz

concatenation : Xik 0 Oz

Oz U Yik := Yik

Oz 0 Ykm:= Oz
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Weight matrices : The elementary weight matrices Z of the literal path algebras
for path edges and common path edges coincide. The matrix Z is stable. If the
graph conta ins paths from vertex i to vertex k, then the element z~k of the closure
Z* is equal to the set of characters for the common edges of the paths from i to k.
Otherwise Z~k is the zero element. Each diagonal element z~k of the closure Z* is
the unit element.

Example : Common path edges

Let the acyclic graph with literal edge labels from the example in the preceding sec­
tion be given, for which the path edges from each vertex of the graph to the vertex 6
were determined. In this example, the common path edges forthe paths from each
vertex of the graph to the vertex 6 are to be determined. The system of equations
for common path edges is formally identical with the system of equations for path
edges. It is solved by back substitution using the operations defined for common
path edges:

o := Oz = {oo} 1:=1 z={}

xe 0 o xe u 1 Ou1

Xs {g} 0 xe u 0 {g} o 1 {g}

x4 {e} 0 Xs u 0 {e} o{g} {e,g}

x3 {d} 0 x4 u 0 {d} o{e ,g} {d,e ,g}

x2 {b} 0 x3 u {f} 0 xe u 0 {b} o{d ,e ,g} u {f} 0 1 = 1

Xl {a} 0 x3 u {c} 0 Xs u 0 {a} o{d ,e ,g} u {c} 0 {g} = {g}

The solution shows that there is at least one path from each vertex of the graph
to the vertex 6, since Xi ~ 0 for i = 1,...,6. The paths from vertex 2 to vertex 6 have
no edge in common , since x2 = 1 = { } . The paths from vertex 1 to vertex 6 have
the edge g in common.
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Problem : Let the edges of a directed graph be uniquely labeled by the charac­
ters of an alphabet IA . A path is an edge sequence and is designated by a word ,
which is a sequence of the labe ls of its edges. A path in the graph is simple if it does
not contain any edge more than once. A simple path is therefore labeled by a sim­
ple word which does not contain any character more than once. The words for all
simple paths from vertex i to vertex k are to be determined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
The set of all simple words for the simple paths contained in aik is chosen as the

weight zik of the path set aik. If the path set aik is the zero set Ow' then Zik = 0z =
{ }. If the path set aik is the unit set 1w' then zik = 1w = {A.} with the empty word A..
If the path set aik is neither the zero set Ow nor the unit set 1w' then Zik is a set
of simple words. Let the set of all simple words over the alphabet IA including the
empty word A. be S. Then zik is a subset of S, and hence an element of the powe r
set P(S). Thus the weight mapping is defined as follows:

f(Ow) 0z = {}

f(1 w) 1z = {A.}

f(a ik) Zik E P(S) for aik f/:. {Ow ,1 w}

Operations : The operations u and 0 are defined for the weight set Z = P(S).

Let the path sets aik, bikbe weighted with sets xik' Yikof simple words. The weight

Xik U Yikof the union aik U bik is the union xik U Yikof the two sets of simple words.
The weight xik 0 Ykm of the concatenation aik 0 bkm is the set of all simple words
formed by concatenating a simple word from Xik with a simple word from Ykm '

union xik u Yik := xik U Yik

concatenation : xik oYkm := {X oY E S I XExik 1\ YEYkm}

The domain (P(S) ; U, 0) is a literal path algebra with the zero element 0z = { } and
the unit element 1z = {A.}. The operations have the properties required in Section
8.5 .2.

Weight matrices : Let a directed graph be given. If the graph contains an edge

from vertex i to vertex k, then the element Zik of the elementary weight matrix Z
is a one-element set containing the simple word consisting for the character of the

edge from i to k. Otherwise Zik is the zero element. The matr ix Z is stable. If the

graph contains paths from vertex i to vertex k, then the element Z~k of the closure
Z* is equal to the set of words for the simple paths from i to k. Otherwise z~k is the
zero element. If the graph contains cycles through the vertex k, then the element
z~k of the closure Z* contains the empty word A. as well as all words for the simple
cycles through k. Otherwise Z~k is the unit element.
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g

hb

a

Example : Simple paths

Let the illustrated acyclic graph with literal edge labels be given. The words for the
simple paths from each vertex of the graph to vertex 6 are to be determined.

d

Since the closure Z* is not known, its sixth column is determined according to
Section 8.5.2 as the solution of the following system of equations .

x = Zox u e 6

0 {a} (b) 0 0 0
0 0 (e) 0 (d) 0
0 0 0 (e) 0 0
0 0 0 0 (f) (h)

0 0 0 0 0 (g)

0 0 0 0 0 0

Xl 0 0 := Oz = { }
X2 0 1 :=1 z={ t..}-
x3 0

0 U
X4 0
Xs 0
Xs 1

The simple paths are determined by back substitut ion :

x6 0 o x6 U 1 Ou1

x5 {g} 0 x6 U 0 {g} o 1 {g}

x4 {f} 0 x5 u {h} 0 x6 u 0 {f} o{g} u {h} 0 1 = {fg , h}

x3 {e} 0 x4 u 0 {e} o{fg, h} = {efg, eh}

x2 {c} 0 x3 u {d} 0 x5 u 0 {c} o{efg, eh} u {d} 0 {g}

{cefg , ceh , dg}

Xl {a} 0 x2 u {b} 0 x3 u 0 {a} o{cefg, ceh , dg} u {b} o{efg, eh}

{acefg, aceh, adg, befg, beh}

The solution shows that there is at least one simple path from each vertex of the
graph to vertex 6. Two simple paths, efg and eh , lead from vertex 3 to vertex 6.
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Problem : Let the edges of a directed graph be uniquely labeled by the charac­
ters of an alphabet IA . A simple path from vertex i to vertex k does not contain any
edge more than once. It is called a shortest path from i to k if it does not contain
more edges than any other path from i to k. It is called a longest path from i to k
if it does not contain fewer edges than any other path from i to k. The words for all
shortest or all longest paths from vertex i to vertex k are to determined.

Weights : Let the path set aik containing paths from vertex i to vertex k be given.
The set of all extreme simple words for the shortest or longest paths contained in
aik is chosen as the weight zik of the path set aik. The weight mapping has the
same form as for simple paths:

f(Ow) Oz = {}

f(1w) 1z = {A}

f(aik) Zik E P( iS) for aik f/'. {Ow' 1w}

Operations : The operations u and 0 are defined for the weight set P(is). Let the

path sets aik, bikbe weighted by sets Xik' Yikof extreme simple words. The weight

xik u Yikof the union aik U bik is the reduction extr(xik U Yik) of the union xik U Yik
to the set of extreme simple words. The concatenation 0 is defined as for simple
paths :

union XikU Yik := extr (Xik U Yik)

concatenation : xik oYkm := {x oYE S IXEXik 1\ YEYkm}

As in the case of simple paths, the domain (P( is) ; u , 0) is a literal path algebra with
the zero element Oz = { } and the unit element 1Z = {A}.

Weight matrices : The elementary weight matrices Z of the literal path algebra
for simple paths and for extreme simple paths coincide. The matrix Z is stable both
for shortest and for longest simple paths. If the graph contains paths from vertex i
to vertex k, then the element z:k of the closure Z* is equal to the set of words for
the extreme simple paths from i to k. Otherwise Z:kis the zero element. If the graph
contains cycles through the vertex k, then the element z~k of the closure Z* con­
tains all words for the extreme simple cycles through k. Otherwise Z~k is the unit
element. Since the shortest cycle through a vertex k is always the empty path A,
z~k is always the unit element in the case of shortest simple paths.
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Example : Shortest paths

Let the acycl ic graph with the literal edge labels from the example in the preceding
section be given , for which the simple paths from each vertex of the graph to the
vertex 6 were determ ined . In this example, the shortest paths from each vertex of
the graph to the vertex 6 are to be determined. The system of equations for the
shortest paths is formally ident ical with the system of equations for the simple
paths. It is solved by back substitution using the operations defined for shortest
paths:

xs a 0 xs U 1 a U 1

xs {g} 0 Xs U a {g} o1 {g}

x4 {f} 0 Xs U {h} 0 Xs U a extr({f} o{g} u {h} o1) {h}

x3 {e} 0 x4 U a {e} o{h} {eh}

x2 {c} 0 x3 U {d} 0 Xs U a extr ({c} o{eh} u {d} 0 {g}) {dg}

x1 {a} 0 x2 U {b} 0 x3 U a extr ({a} o{dg} u {b} o{eh}) = {adg,beh}

The solution shows that there is at least one simple path from each vertex of the
graph to vertex 6. Two shortest paths, ad g and be h , lead from vertex 1 to vertex 6.

8.5.5.5 Literal vertex labels

Introduction : Let every vertex of a directed graph be labeled by a character from
an alphabet fA. . Let any two vert ices be labeled by different characters, so that the
vertex labels are unique. Every edge of the directed graph is labeled by the charac­
ters of the start and the end vertex , so that the literal path algebras treated in the
preceding sect ions may be used to determine path vertices, common path vertices,
elementary paths and extreme elementary paths .

Path vertices : Let the path set aik containing paths from vertex i to vertex k be
given . The set of characters for the vertices contained in the paths of aik is chosen
as the weight zik of the path set aik . The rules for the union and concatenation of
weighted path sets and the definitions for the zero and unit element are identical
with the rules and definitions in Section 8.5.5.1.

Let a directed graph be given. If the graph contains an edge from vertex i to vertex
k, then the element Zik of the elementary weight matrix Z is a set containing the
character for the vertex i and the character for the vertex k. Otherwise Zikis the zero
element. The matrix Z is stable. If the graph contains paths from vertex i to vertex
k, then the element Z:k of the closure Z* is equal to the set of characters for the
vertices contained in at least one of the paths from ito k. Otherwise z:k is the zero
element.
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Common path vertices : Let the path set aik containing paths from vertex i to
vertex k be given. The set of characters for the vertices contained in every path
of aik is chosen as the weight Zik of the path set aik. The rules for the union and
concatenation of weighted path sets and the def initions for the zero and unit ele­
ment are identical with the rules and defin itions in Section 8.5.5 .2.

The elementary weight matrices Z of a directed graph for path vertices and com­
mon path vertices coincide. The matrix Z is stable. If the graph contains paths from
vertex i to vertex k, then the element z~k of the closure Z* is equal to the set of
characters for the common vertices contained in every path from i to k. Otherwise

Z~k is the zero element.

Elementary paths : Every path in the directed graph with literal vertex labels is
associated with a word. In this word, the characters occur in the order in which the
associated vertices occur in the path . An elementary path does not contain any
vertex more than once and is therefore designated by a simple word. Let two paths

in the directed graph be labeled by the words a and b. The word a can be concate­
nated with the word b to form a word c = aeb only if the last character of a and
the first character of b coincide. The concatenated word c is formed by appending
the word b without its first character to the word a .

Let the path set aik containing paths from vertex i to vertex k be given. The set of
simple words for the elementary paths contained in aik is chosen as the weight Zik
of the path set aik. The rules for the union and concatenation of weighted path sets
and the definitions for the zero and unit element are identical with the rules and
def initions in Section 8.5.5.3.

Let a directed graph be given. If the graph contains an edge from vertex i to vertex
k ;r i, then the element zik of the elementary weight matrix Z is a one-element set
containing the simple word with the characters of the vertices i and k. Otherwise
Zik is the zero element. The matrix Z is stable. If the graph contains paths from ver­
tex i to vertex k ;r i, then the element z~k of the closure Z* is equal to the set of words
for the elementary paths from ito k. Otherwise z~k is the zero element. Every diago­
nal element z~k of the closure Z* is the unit element.

Elementary cycles through a vertex k cannot be determined using this path alge­
bra , since the word for such a cycle contains the character for the vertex k at the
beginning and at the end and is therefore not simple. If the set of simple words is
extended to include words with identical first and last characters, elementary paths

including elementary cycles may be determined using this extended set of words.

Extreme elementary paths : On the bas is of the path algebra for elementary
paths , the path algebra for the shortest or longest elementary paths is defined ac­
cording to Section 8.5 .5.4 .
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Example : Elementary paths

Let the illustrated acyclic graph with digits as literal vertex labels be given. Let
every edge be weighted by the simple word consisting of the digits of its start and
end vertex. The elementary paths from each vertex of the graph to vertex 6 are
to be determined.

12

13

®

Since the closure Z* is not known, its sixth column is determined according to
Section 8.5.2 as the solution of the following system of equations:

x = Zox u e6

0 {12} {13} 0 0 0

0 0 {23} {24} 0 0

0 0 0 0 {35} 0

0 0 0 0 {45} {46}

0 0 0 0 0 {56}

0 0 0 0 0 0

Xl 0 0 := { }

x2 0 1 := {A.}

X3 0
0 U

X4 0

Xs 0

Xs

The elementary paths are determined by back substitution:

x6 0 o x6 U 1 o u 1 1

Xs {56} o x6 U 0 {56}o1 {56}

x4 {46} o x6 U {45} 0 Xs U 0 {46} 0 1 U {45} 0 {56} {46,456}

x3 {35} o Xs U 0 {35}o{56} {356}

x2 {23} o x3 U {24} 0 x4 U 0 {23} 0 {356} U {24} 0 {46,456}

{2356, 246, 2456}

x1 {12} ox2 u {13}ox3 u O {12} 0 {2356, 246, 2456} u {13} 0 {356}

{12356, 1246, 12456, 1356}

The solution shows that there is at least one elementary path from each vertex of
the graph to vertex 6. The two elementary paths 46 and 456 lead from vertex 4
to vertex 6. Due to the chosen weighting of the edges, the elementary paths are
described as a vertex sequence with the start vertex, all intermediate vertices and
the end vertex.
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Introduction : A simple graph consists of vertices and undirected edges be­
tween pairsof differentneighboringvertices.Let every undirectededgebe labeled
by a character from an alphabet IA . Let any two undirected edges of the simple
graphbe labeledby differentcharacters,so that the labelsof the undirectededges
are unique.A simplegraph is treatedas a symmetricgraphby replacingeachundi­
rected edge with its label by a pair of edges in opposite directions with the same
label.Thus the literal path algebras for directed graphs treated in Sections8.5.6.1
to 8.5.6.4 may also be used directly for simple graphs.

Symmetry : Since a simple graph is treated as a symmetric directed graph with
symmetric labels, the elementaryweight matrix Z is symmetric.The closure Z* is
also symmetric, since for everypath fromvertex i to vertexk via an edgesequence
there is also a corresponding path from vertex k to vertex i via the reverse edge
sequence.This symmetrypropertymay be exploited in the algorithmsfor the path
algebra.

Example : Simple paths in a simple graph

Let the illustratedsimple graph with literal edge labelsbe given. The simple paths
from each vertex of the graph to vertex 6 are to be determined.

a

b

9

h

6

Since the closure Z* is not known, its sixth column is determined according to
Section 8.5.2 as the solution of the following system of equations:

x = Zox u e6

0 {a} {b} 0 0 0
{a} 0 {e} 0 {d} 0
{b} {e} 0 {e} 0 0
0 0 {e} 0 {f} {hI
0 {d} 0 {f} 0 {g}

0 0 0 {hI {g} 0

Xl 0 0: = { }
x2 0 1 := {A}
x3 U

0
0 x4 0

Xs 0
x6 1

The matrix Z of this system of equations is symmetric. Its solutions may be deter­
mined using one of the procedures in Section 8.5.7.
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8.5.5.7 Applications in structural analysis

Literal path algebras may be employed in the structural analys is of directed and
simple graphs. Some typical examples are listed in the follow ing.

SUbgraphs and components : A subgraph for a vertex pair (i, k) consists of the
vertices and edges contained in at least one of the paths in the graph from vertex i
to vertex k. The edge set of the subgraph may be determined using the path alge­
bra for path edges in Section 8.5.5.1. The vertex set of the subgraph consists of
the vertex k and the start vertices of all edges of the edge set. The subgraph for
the vertex pair (k, k) is a strongly connected component in the case of directed
graphs and a simply connected component in the case of simple graphs.

Basic edges and bridges : A path edge which occurs in every path from vertex i
to vertex k is a basic edge in the case of directed graphs and a bridge in the case
of simple graphs. The path algebra for common path edges in Section 8.5.5.2 may
therefore be used to determine basic edges or bridges. If for a connected vertex
pair (i, k) there is no path edge which occurs in all paths from i to k , then there are
at least two edge-disjoint paths from i to k .

Separating vertices and articulation vertices : A path vertex a which occurs
in every path from vertex i rt a to vertex k rt a is a separating vertex in the case of
directed graphs and an articulation vertex in the case of simple graphs . The path
algebra for common path vert ices in Section 8.5.5 .5 may therefore be used to de­
termine separating vertices or art iculat ion vert ices. If for a connected vertex pair
(i, k) there is no vertex other than i and k which occurs in every path from i to k ,
then there are at least two vertex-disjoint paths from i to k.

Eulerian and Hamiltonian paths : If a longest simple path from vertex i to ver­
tex k contains all edges of the graph , then this path is an Eulerian path for i rt k and
an Eulerian cycle for i = k. The path algebra for the longest simple paths in Section
8.5.5.4 may therefore be used to determine Eulerian paths and cycles. If a longest
elementary path from vertex i to vertex k contains all vertices of the graph , then
this path is a Hamiltonian path for i rt k and a Hamiltonian cycle for i = k. The path
algebra for the longest elementary paths in Section 8.5.5.5 may therefore be used
to determine Hamiltonian paths and cycles.
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8.5.6 PROPERTIES OF PATH ALGEBRAS

Introduction : The path algebras treated in the preceding sections have the
same algebraic structure. They differ in the definition of the weight sets and in the
rules for union and concatenation. This results in different properties, which lead
to a further classification of path algebras and are of fundamental importance for
the general solution of the systems of equations for path problems.

Compilation : The basic definitions of the boolean, real and literal path algebras
are compiled in the following table.

Path algebra Weight set Z
Union Concatenation
xuy x oy

path existence {0,1} x v Y X 1\ Y

min. path length + min (x,y)Ro u {Oz} x + y

max. path length + max (x,y)Ro u {Oz} x + y

max. path reliability [0.0,1 .0) max (x,y) x • y

max. path capacity R~ U {1z} max (x,y) min (x,y)

path edges P(A)u{Oz} xuy x uy

common path edges P(A)u{Oz} xny x uy

simple paths P(S) xuy x 0 y

extreme simple paths P(S) extr(x u y) x 0 y

Inclusion : As in set theory, the inclusion x !: y of the elements x,y E Z of a weight
set Z is defined in terms of union and equality. Its result is the logical constant true
or false.

inclusion x !: y := x u y = y

The following rules of calculation hold for inclusion with respect to union and con­
catenation for x,y,Z E Z :

union x!:y => x u Z c Y u Z

x!:y => Z U x !: Z u y

concatenation x!:y => x oz !: yoz

x !:y => ZoX !: Z oy
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Order structure : The inclusion u c v in a weight set Z is reflexive, antisymmet­
ric and transitive. It is therefore a partial order relation. The weight set Z is ordered.

reflexive x b x

antisymmetric x b y 1\ Y b x = x = y

transitive x b y 1\ Y b z = x b Z

If an inclusion is also linear, then it is a total order relation.The weight set Z is totally
ordered.

linear XbY v YbX

Least and greatest element : The least element in a weight set Z is the zero ele­
ment Oz.A greatest element need not exist. If a greatest element does exist, it may
be the unit element 1z or another element of the weight set. Correspondingly,
weight sets with the following properties are distinguished :

weight sets without greatest element Oz b x

weight sets with the greatest element 1z Oz b x b 1z

weight sets with the greatest element gz Oz b x c gz

The ordinal property and the least and greatest element are compiled for the
weight sets of the different path algebras :

Path algebra Inclusion Least Greatest
b element element

path existence total Oz 1z

min. path length total Oz 1z
max. path length total Oz -

max. path reliability total Oz 1z
max. path capacity total Oz 1z

path edges partial Oz fA

common path edges partial Oz 1z

simple paths partial Oz S

extreme simple paths partial Oz S

Sub- and superunitary elements : The elements x E Z of a weight set Z are con­

sidered with respect to the unit element 1z: An element x b 1z is said to be subuni­
tary. An element x :! 1z is said to be superunitary. If the unit element is the greatest
element , then all elements are subunitary.

subunitary x b 1z

superunitary x a 1z
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Powers of an element : The O-thpower xO of an element x E Z of the weight set
Z is defined to be the unit element 1z . The mothpower x'" is defined as the conca­
tenation of x'" -1 and x.

power xo := 1z x'" := xm- 1
0 x

An element x is said to be idempotent if x2 = x. Every power x'" of an idempotent
element x is equal to x for m ~ 1. An element x is said to be nilpotent of degree q
if xq = Oz. Every power x'" of a nilpotent element x is equal to Oz for m ~ q.

idempotent x2 = x

nilpotent xq = Oz

Closure of an element : The reflexive transitive closure xof an element x E Z
of a weight set Z is calculated as the union of the powers of x. If the union does
not change beyond a certain power xP, then the element x is stable and the clo­
sure xexists. The positive integer p is called the stability index of the element.

P
x = 1z U x U x2 U ... = U x'" = U x'"

rnz O m=O

If an element is nilpotent, idempotent or subunitary, then it is stable .

nilpotent x 1z U x U x2 U .. . U xq - 1

A

idempotent x 1z U X
A

subunitary x 1z

Stability : Path algebras are classified with respect to stability. A path algebra is
said to be conditionally stable if at least one element of the weight set is not stable.
It is said to be unconditionally stable if every element of the weight set is stable.
It is said to be unitarily stable if the reflexive transitive closure of every element of
the weight set is the unit element.

Path algebra Stabil ity Closure x
path existence unitary x = 1z

min. path length unitary x = 1z

max. path length conditional x = 1z for x E {Oz_1z}

max. path reliability unitary x = 1z

max. path capacity unitary x = 1z

path edges unconditional x = 1zu x

common path edges unitary x = 1z

simple paths unconditional p

x = U xm p s Ixl
extreme simple paths unconditional m=O
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Example 1 : Real path algebra for minimal path lengths

The weight set of the real path algebra for minimal path lengths is Z = R~ u {Oz}
with the zero element Oz = 00 and the unit element 1z =O. The inclusion x I: y
of the elements x, y E Z is equivalent to x ~ y.

x I: Y = x u y = y = min(x, y) = y = x ~ y

The zero element Oz = 00 is the least element in Z. The unit element 1z =0 is the
greatest element in Z.

Oz I: x I: 1z = 00 ~ x ~ 0

Every element x E Z is subun itary.

X EZ = x a O = XI: 1z

The closure xof an element x ~ 0 is the unit element 1z:

x= 1z U x U x2 U x3 U ... = min {O, x, x + x, x + x + x,...} = 0 = 1z

Since the reflexive transitive closure xof every element x E Z is equal to the unit
element 1z - the path algebra for minimal path lengths is unitarily stable .

Example 2 : Real path algebra for maximal path lengths

The weight set of the real path algebra for maximal path lengths is Z = R~ u {Oz}
with the zero element Oz = - 00 and the unit element 1z = O. The inclus ion x I: y
of the elements x, y E Z is equivalent to x :s; y.

x I: Y = x U y = y = max {x, y} = y = x :s;y

The zero element Oz = - 00 is the least element in Z. There is no greatest element.

Oz I: x = - 00:S; x

The closure xcannot be formed in the general case , since the union of the powers
of every x E R+ tends to infinity.

x 1z U x U x2 U x3 U ... = max {O, x, x + x, x + x + x, ... }

x 0
A

X --+ 00

for x E {- 00 ,O}

for x E R+
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Example 3 : Literal path algebra for path edges

The weight set of the literal path algebra for path edges is Z = P( IA )u {Ozlwith the
alphabet lA, the zero element Oz = {oo} and the unit element 1z = { }. The inclu­
sion x i;;; y of the elements x, y E P( IA ) is equivalent to x ~ y.

xi;;;y <* xuy=y <* xuy=y <* x~y

The zero element Oz = { 00 } is the least element in Z.The element IA is the greatest
element in Z.

Oz i;;; x t; IA

Every element x E Z is idempotent and therefore stable.

x2 = x 0 x = x u x = x

Due to idempotency, the closure xof an element x E Z is 1z u x.
A

X 1z U X

A

X 1z for x = Oz
A

X x for x E P( IA )

Example 4 : Literal path algebra for simple paths

The weight set of the literal path algebra for simple paths is Z = P(S) with the set S
of all simple words, the zero element Oz = { } and the unit element 1z = { A}. Let
an element x E Z be a set of p simple words. Assume first that no character of a
simple word occurs in another simple word.

p = Ixl

In forming the power xP, all simple words are concatenated to form simple words.
Every element of xP is one possible concatenation of the p simple words of x.

xP = {X1X 2 • • • xp , X2 x1'" xp , .. .}

The power xp + 1 is the concatenation of xP with x. If a simple word of xP is con­
catenated with a simple word xj of x, the result is not a simple word, since xj occurs
twice in the concatenation.This concatenation is therefore not an element of xP + 1.

Hence the power xP+1 is the zero set 0.The element x is nilpotent of degree p + 1.
It is stable with the stability index p. The closure xis given by

P
x = U x'"

m=O

If the above assumption does not hold, the stability index p is less than the number
of simple words in x.
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8.5.7 SYSTEMS OF EQUATIONS

8.5.7.1 Solutions of systems of equations

Introduction : In the preceding sections different problems of path determina­
tion in graphs are shown to be reducible to a common path algebra. This path alge­
bra is very similar to linear algebra with real numbers. Methods of linear algebra
may therefore be transferred to the path algebra for graphs.

The formulation of problems in path algebra leads to systems of equations. If the
coefficient matrix is stable, a system of equations has at least one solut ion. The
theoret ical foundations for systems of equations in path algebra are treated in this
section.

System of equations : Let a directed graph with n vertices be given. The edge
weights of the graph are arranged in a quadratic matrix A. A path algebra for a path
problem in this graph leads to a system of n equations with the solution vector x
depending on the vector b on the right-hand side. The notation for path algebra
is simplified by omitting the operator 0 for concatenations. With this simplif ication,
the system of n equations with n variables is formulated as follows in matrix and
vector notation and in element notation :

x = Ax u b

i = 1,...,n

Solutions : Let the matrix A of a system of equations x = Ax u b be stable. Then
the system of equations has a solution x = A* b with the closure A* of A. If the
matrix A is nilpotent, then the solution x is unique. If the matrix A is not nilpotent,
several solutions may exist. If several solutions exist, then x = A* b is the least
solution.

Proof : Properties of solutions

The closure A* of a matrix A with stability index p is A* = I u Au ... u AP. The
system of equations x = A xu b has a solution x = A*b. This is proved by substitut­
ing x into Ax u b and using A* = I u AA* :

Axub = AA*bub = (Iu AA*)b = A*b = x

Let Xo be a general solution of the system of equations. Then the following equa­
tion is obtained by repeatedly SUbstituting A Xou b for Xo on the right-hand side
of the system of equations x = A x u b :
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Xo == A Xo u b

Xo == A (A Xo u b) u b

Xo == A2 (A Xo u b) u (I u A) b

A2 Xou (I u A) b

A3 Xo u (I u A u A2) b

k > P

627

If A is nilpotent, then Ak == 0 for some k > p. Hence the solution Xo == A* b == x is
unique. If A is not nilpotent, then a solution x ~ Xo may exist. Then Xo == A kXO U x

implies Xo ;:;) x, so that the solution x is contained in the general solution xo. Hence
x is the least solution among all possible solutions Xo of the system of equations.

Example 1 : Solution of an equation with one variable

Let an equation with the boolean values a, b and the boolean variable x as well as
the boolean operators v and /\ for union and concatenation be given .

x == ax u b ¢;> x == (a 1\ x) v b

The closure a of the element a is equal to the unit element 1. The least solution x
of the equation is given by :

x==ab ¢;> x==a l\b==1 I\b==b

If b == 1, then the least solution is x == 1. This solution is unique, since Xo == 0 does
not satisfy the equation. If b == 0, then the least solution is x == o.This solution is not
unique for a == 1, since Xo == 1 also satisfies the equation.

Staggered system of equations : A system of equations x == A x u b is said to
be staggered if the matrix A is a lower triangular matrix with zero elements on and
above the diagonal or an upper triangular matrix with zero elements on and below
the diagonal. The solution x of a staggered system of equations is unique.

Proof : Unique solution of a staggered system of equations

Let the matrix A be a lower triangular matrix with n rows and n columns. It contains
zero elements in all positions (i, j) with j > i - 1. The power AS of A for s ~ 1 con­
tains zero elements in all positions (i, j)with j > i - s. The power An of A is the zero
matrix o. Hence the matrix A is nilpotent. The properties of the powers of a lower
triangular matrix A are illustrated for n == 4.
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EEl[]X X X
A x x xx xx

x X X X X X X X X

mmmum
A

Since the lower triangular matrix A is nilpotent, the solution of the staggered sys­
tem of equations x = Ax u b is unique. The uniqueness of the solution for a stag­
gered system of equations with an upper triangular matrix is proved analogously.

Example 2 : Staggered systems of equations

Staggered systems of equations for various path problems for acyclic graphs are
treated in Sections 8.5.3 to 8.5.5. For a suitable numbering of the vertices of an
acyclic graph, the system of equations is always staggered. A suitable numbering
of the vertices may be determined by topological sorting using the method in
Section 8.4.8. Thus the solutions of path problems for acyclic graphs are unique.

Equivalent systems of equations : Two systems of equations x = Ax u band
x = Cx u d with stable matrices A and C are said to be equivalent if their least solu­
tions A*b and c'e are identical. The system x = Ax u b may be transformed into
an equivalent system x = Cx u d by splitting the matrix A = Q u S into matrices Q
and S.

x Axub with A=QuS -->0

x (Q u S) xu b -->0

x Qxu(Sxub) -->0

x Q*(Sxub) -->0

x Cxud with C=Q*S and d= Q*b

Proof : Equivalence of systems of equations

The system x = Ax u b has the least solution A*b. The system x = Cx u d has the
least solution c'e. With A = Q u S, C = Q*S and d = Q*b, the rules for closures
in Section 8.2.6 yield the equivalence of the two systems :

A*b = (Q u S)*b = (Q*S)*Q*b = C*d
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Example 3 : Construction of matrices with zero diagonal elements

Let a system of equations x = Ax u b be given. Let A be a stable matrix whose di­
agonal elements are not all zero. The matrix A is split into the diagonal matrix D
and the matrix S. The diagonal matrix D contains the diagonal elements akk of A;
all other elements of A are zero. The matrix S contains zero elements on the diago­
nal and the elements akj of A for k ~ j . The closure D* of the diagonal matrix D is
a diagonal matrix with the closures akk of the diagonal elements of A. The decom­
position A = D u S leads to an equivalent system of equations x = exu d with
e = O*S and d = D*b. The matrix e contains the elements ckj = akk akj for k ~ j
and ckk = O. The vector d contains the elements dk = akk bk .

x = Ax u b

A = DuS

'.

x = ex ud

e = O*S

0 I I
0 ck j

~
I

0

0

a1 1

ak k

-J-
j

-
aj j

ann

al l I I I

ak k

J
au

I

ann

u

o

0 I j

0 akj

t~ 0

.-

0

0 I I

0 ak j
-

J
I 0

0

The iterative methods of solution in Section 8.5.7.3 assume that all diagonal ele­
ments of the matrix A of a system of equations x = Ax u b are zero. If this condition
is not satisfied, then this procedure is used to construct an equivalent system of
equations x = ex u d whose matrix e satisfies the condition.
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8.5.7.2 Direct methods of solution

Introduction : The least solution of a system of equations may be determined
directly if the system of equations is staggered. The solutions of the staggered sys­

tem of equations are determined by forward or back substitution. If the system of
equations is not staggered, it is transformed into an equivalent staggered system
of equations by elim ination. The best-known elimination method is the one due to
Gauss. The reduction method due to Dijkstra is used for special path problems.
The fundamentals of the direct methods of solution are treated in the following.

Forward substitution : Let the matrix A of the system of equations be a stag­
gered lower triangular matrix : It contains only zero elements on and above the
diagonal. The system of equations is solved by forward substitution. The variables
are calculated as follows:

k=2,...,n

Back substitution : Let the matrix A of the system of equations be a staggered
upper triangular matrix: It contains only zero elements on and below the diagonal.
The system of equations is solved by back substitution. The variables are calcu­
lated as follows:

n
U ak, x, u bkj = k +1 J J

k=n-1 ,...,1

ck = U ak· x. U bkj;c k J J

The equation xk = akk xk U ck has a least solution if the element akk is stable, so
that the closure akk exists. The least solution is :

Elimination : In order to eliminate a variable xk from the system x = Ax u b, the
k-th equation is first solved for xk . Then xk is eliminated in the other equations by
substitution. To solve the k-th equation for xk ' the terms which do not involve xk
are combined into a value ck .

xk U ak, x, u bk =
j J J

akk xk U ck with

(1)

,
xk = akk ck

U akk akj xj U akk bk
J;ck

To eliminate the variable xk in the l-th equation, the terms which do not involve xk
are combined into a value ci :

Waij xj U b i
J

aik xk U ci with c, = U a.. x, U bjI j ;ck IJ J
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(2)

The solution for xk is substituted into the i-th equation xj = aik xk U cj • This substitu­
tion eliminates xk in the l-th equation:

xj ajk akk ck U cj <0>

U A A

Xj = . k (a jj U aik akk akj ) Xj U (b, U ajk akk
I'"

In performing the elimination, it is assumed that the element akk is stable, so that
the closure akk exists. If this is not the case, the elimination cannot be performed.
The closure akk of the element akk is calculated as a union of powers of akk accord­
ing to the definition in Section 8.5.6. For various path algebras, the closure akk is
known a priori and need not be calculated explicitly.

A

akk akj

ajj U ajk akk akj ajj U ajk akj

akk bk

bj U ajk akk bk = bj U ajk bk

k + 1, ,n

i, j = k + 1, ,n

k+ 1,...,n

The matrices Ak and the vectors bk in the steps k = 1,...,n are not explicitly con­
structed in the algorithms. Instead. the matrix and the vector of the original system
of equations are repeatedly overwritten. In the k-th step, the elements are over­
written as follows:

A

k + 1,...•nakj
~ akk akj

ajj
~ aij U ajk akj i,j = k + 1,...,n

bk
~ akk bk

bj ~ bj U aik bk k+ 1•...,n
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The Gaussian eliminat ion method assumes that in each step the diagonal element
akk is stable , so that the closure akk exists. If this is not the case, the elimination
process fails. Upon successful completion of the elimination process , the system
of equations is staggered, and the variables may be determined by back subst itu­
tion. The solution reached by Gaussian elimination is always the least solution.

Proof : Gaussian elimination leads to the least solution.

According to Section 8.5.7.1, a system of equations x = Ak-1 X U bk- 1 is trans­
formed into an equivalent system of equations x = AkXU bk by splitting the matrix
Ak-1 into Qkand Sk· The matrix Ak = Q~ Sk and the vector bk = Q~ bk-1 are cal­
culated. For the Gaussian elimination method, the matrix Ak- 1 is split as follows
in step k:

Ak-1 = Qk U Sk

I I I
I

I i

$~=$a i k

u

I I L
1

I

I I

I ... la
ki l

...

~#
The matrix Qkcontains the elements of Ak-1 on and below the diagonal in column
k and zero elements everywhere else. A power Q~ for s ~ 1 has the same structure
as the matrix Qk . The element in the diagonal position (k,k) is a~k ' The element
in position (i, k) with i > k is aika~k 1. All remaining elements are zero elements .
The closure Q~ exists if the diagonal element akk is stable , so that its closure akk
exists.

1

1 .
qkk

1
I---r--

qlk 1

1

unit element
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The matrix Ak is the product Q~ Sk' The vector bk is the product Q~ b k-1' The
elements of the matrix Ak in column k on and below the diagonal are zero ele­
ments . This corresponds to the elimination of the variable xk in equations k to n

of the system of equations x = Ak-1 X U bk-1 '

A k = Q~ s,

I I I
1 1

... akil ···
----l
"' Ia,ii!-':::'"

*qkk akj
*a jj u qjk akj

1 I
1 I

--L
. Iqkk

--L 1 I
ql k I 1-- I 1

A

akk akj

ajj u aikakkakj

-~+H-
o =FF la; jl '"

=tf a i i ...

k+ 1, ,n

i, j = k + 1, ,n

~ q~ 1

: , 1

q~k bkj
b j u q;k bk

akk bkj
bj u aik akkbkj i = k + 1,oo.,n

The systems of equations x = AkX U bk for k = 0,1,...,n in the Gaussian elimina­
tion method are equivalent and therefore have the same least solution. Upon com­
pletion of the elimination process, the system of equations is staggered. According
to Section 8.5.7 .1, the solution of a staggered system of equations is unique. Thus
Gaussian elimination yields the least solution of a given system of equations.

Simplified Gaussian elimination method : For a unitarily stable path algebra,
every closure of an element is equal to the unit element. The Gaussian elimination
method may therefore be simplified. It is carried out in the steps k = 1,oo.,n -1. In
the k-th step , the elements of the matrix and the vector are overwritten as follows:

aij ~ aij u aik akj
bj ~ bi u aik bk

i, j = k + 1,...,n

= k + 1,00 .,n
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Example 1 : Minimal path lengths

Let the illustrated cyclic graph with positive integer edge lengths be given. The min­
imal path lengths from each vertex of the graph to vertex 3 are to be determined.
The system of equations for this path problem is specified.

cyclic graph

LS:2:1 4 3 2

1~3,,~
system of equations x = Ax u b with b = e3

n n 2 n n

1 n n 3 n

n 4 n n 5

n n 3 n n

n n n 2 n

X1
n := 00

n

x2 n e:= 0

0 x3 U e

x4 n

Xs n

The path algebra for minimal path lengths is unitarily stable, so that the simplified
elimination method may be applied. The individual elimination steps are illustrat­
ed. The binary operations min and + from Section 8.5.4 .1 are used for union and
concatenation. For selected elements, the necessary operations are shown. The
zero elements generated in the course of the elimination are not explicitly shown .
Instead, the old elements are shaded .
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A =

n n 2 n n

b =

n

n

e

n

n

n

elimination k = 1

a23 E- min{n, 1 + 2} = 3

elimination k = 2

n n 3 n In
n I n n I 2 n

n

b = e

n

n

a34 E- min{n, 4 + 3} = 7

A = n 4 7 7 5

n

n

A = n 4

n n

n n

n n

n

n n
~

n n

n

n

5

n

3 10 8
--+--

n 2 10

n

n

b = e

3

n

n

n

b = e

3

5

elimination k = 3

elimination k = 4

back substitution of the staggered equations solution

x, 2

3

x = e

3

5

The calculation shows that the vertex 3 is reachable from each vertex of the
graph.
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Example 2 : Elementary paths and cycles

Let the illustrated graph with vert ices labeled by digits be given , and let the edges
be labeled accordingly, as in Section 8.5.5.5. The elementary paths and cycles
from each vertex of the graph to vertex 2 are to be determined.The system of equa­
tions for this path problem is shown .

8
31

3

12 21 23 43

2 4
42

system of equations x =A x u b with b = e2

0 {12} 0 0

{21} 0 (23} 0

{31} 0 0 0

0 (42} (43} 0

Xl 0 0 := 0

X2
1 := {A}

0 u
X3 0

X4 0

The path problem for elementary paths and cycles is solved using the literal alge­
bra for simple words from Section 8.5.5.5 . In order to determine not only elemen­
tary paths but also elementary cycles , the set of simple words is extended to in­
clude words whose first and last characters coincide. If an element a conta ins
words with the same character z as the first and last character, the concatenation
a2 = a 0 a would lead to a word with three characters z which does not belong to
the extended set of simple words. The element a is therefore nilpotent of degree 2.
According to Section 8.5.6 its closure is a= {A} u a. The path algebra for elemen­
tary paths and cycles is not unitarily stable , so that the general elimination method
must be applied . The individual elimination steps are illustrated. For selected ele­
ments , the necessary operations are specified. The zero elements generated in
the course of the elimination are not explicitly shown. Instead, the old elements are
shaded .

elimination k = 1 : all = 0 all = {A} = 1

A

0 {12} 0 0
--- ~ ~--

{21} {212} (23} 0
-

{31} {312} 0 0
I

0 (42} (43} 0

b

o

o
o

a22 E-- a22 u a21 a12 = 0 u {21}o{12} = {212}
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elimination k = 2 : a22 = {212} a 22 = { A,212}
A

a23 ~ a22 a23 = {A, 212} 0 {23} = {23}

a33 ~ a33 u a32 a23 = 0 u {312} 0 {23} = {3123}

a43 ~ a43 u a42 a23 = {43} u {42 } 0 {23} = {43,423}

0 {12} 0 0 0

A
{21} {212} {23} 0

b
p..,212 }

-
{31} {312} {3123} 0 {312}

0 {42} {43,423} 0 {42}

637

elimination k =3 : a33 = {3123} a33 = { A,3123}

b3 ~ a33 b3 = {A,3123} o{312} = {312}

0 {12} 0 0

{21} {212} {23} 0
A -

{31} {312} {3123} 0

0 {42} {43.423} 0

b

o

p ••212 }

{312}

{42,4312}

eliminat ion k = 4: a44 = 0 a44 = { A} = 1 no change

back substitution of the staggered equations

x, 0 0 x, 0

x2 {23} I 0 x2 p .,212}
0 U

x3 0 x3 {312}

x4 x4 {42,4312}

{ 12} x2 b2 u a23 x3

{A,212,2312}
{A,212} U {23}o{312}X= x2

{312}

{42,4312} x2 {A,212, 2312}

The calculat ion shows that the vertex 2 is reachable from each vertex of the graph.
The vertex 2 itself lies on two elementary cycles with the vertex sequences 2,1,2
and 2,3,1,2.
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Dijkstra's reduction method : Let a system of equations x = A x u b with n vari­
ables for a unitarily stable path algebra with a totally ordered weight set be given .
By virtue of the total ordering , the vector b of the system of equations contains a
greatest element bk. The variable xk of the solution vector x is identical with the
greatest element bk (see the following proof). SUbstituting xk = bk into the system
of equations and deleting the k-th equation leads to a reduced system of equa­
tions. By repeated reduction, all variables of the system of equations are deter­
mined. This method , which is due to Dijkstra, is executed in the following steps :

1. Set an index set for the n variables to M = {1,2,...,n}.

2. Find a greatest element bk in the vector b.

bi [: bk for all i E M and k EM

3. Remove k from the index set M and calculate the vector b of the reduced
system of equations.

bi - bi u aik bk for all i EM

4. Repeat steps 2 and 3 if the index set M is not empty. If it is empty, the vector b
is equal to the solution vector x.

Dijkstra's method yields the least solution of the system of equations.

Proof : Dijkstra's reduction method yields the least solution.

The least solution of the system of equations x = Ax u b is x = A *b. The variable
xk is calculated with the elements a~i of the closure A* as follows:

In a unitarily stable path algebra, the unit element 1z is the greatest element in a
totally ordered weight set Z. Hence every diagonal element of the closure A* is
a~k = 1z-and for every non-diagonal element a~i [: 1z · This implies a~k bk = bk
and a~i bi [: b.. If bk is the greatest element of b, then bi c bk, and therefore
a~i bi [: a~k bk. This implies xk = a~k bk = bk. Hence the greatest element bkof b
is identical with the variable xkof the least solution x.

Example 3 : Minimal path lengths in a simple graph

A simple graph with positive integer edge lengths is illustrated below. The minimal
path lengths between each vertex of the graph and the vertex 4 are to be deter­
mined. The system of equations for this path problem is shown. Since the graph
is simple, its matrix is symmetric.
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simple graph

~
3 4

1 432

1~3~5

system of equations x = Ax u b with b = e4

639

n 1 2 n n

1 n 4 3 n

2 4 n 3 5

n 3 3 n 2

n n 5 2 00

n 00x1 n
e 0

x2 n

0 x3 U n

x4 e

Xs n

The path algebra for minimal path lengths is unitarily stable, and its weight set is
totally ordered. Thus Dijkstra's method may be applied. The individual steps of the
method are shown. The binary operations min and + from Section 8.5.4.1 are
used for union and concatenation. In Example 1 of Section 8.5.6, the inclusion [;;;
in the weight set for minimal path lengths is shown to correspond to the relation ~ .

The greatest element bk in a vector b is therefore a minimal value. Thus a step k
consists of the following operations :

greatest element bk = min { ... ,b j , . .. }

reduction bj +- min {b, ,a jk + b
k

}

The iterative calculation of the vector bT is shown. For each step k, the greatest
elements determined in this and the preceding steps are shaded. The shaded ele­
ments of the vector are no longer considered in subsequent steps.

Ix cc I cc I 0 I cc I k = 4 b4 = 0 bj +- min {b, ,a j4 + O}

Ix 3 I 3 o I 2 1 k = 5 b5 = 2 bj +- min {b. ,a i5 + 2}

1 :x: I 3 3 I 0 21 k = 3 b3 = 3 bj +- min {b, ,a j3 + 3}

I 5 3 3 1 0 I 21 k = 2 b2 = 3 bj +- min {b j ,aj2 + 3 }

1 4 1 3 1 3 1 0 1 21 k = 1 b1 = 4 solution vector xT

The calculation shows that the simple graph contains paths between each of its
vertices and the vertex 4. Between vertices 1 and 4, there is a path of minimal
length 4.
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8.5.7.3 Iterative methods of solution

8.5.7 Paths in Networks : Systems of Equations

Introduction : Various iterative methods have been developed for solving sys­
tems of equations. Such methods form the basis for powerful algorithms in graph
theory. In formulating these methods, it is assumed that the matrix of the system
of equations contains zero elements on the diagonal. The simplest iterative meth­
ods are the Jacobi method, the Gauss-Seidel method and the forward and back
substitution method. They form a class of methods and are treated in the following
in generalized form.

General iteration : The general iteration for solving a system of equations
x = Ax u b consists of the following steps :

initial values

iteration

termination

k =0,1 ,...

The vector b is conveniently chosen as the initial vector Xo for the iteration, since
every solution x of the system of equations x = Ax u b contains the vector b . In
each iteration k=0,1, ... an iterated vector Xk+1 is calculated from the vector xk
and the vector b using the matrices M and N. The iteration is terminated if two con­
secutive iterated vectors Xk+ 1 and xk coincide. The matrices M and N of the
iteration procedure must be chosen such that the iteration yields the least solution
x = tJ: b of the system of equations. The relevant conditions are derived in the fol­
lowing.

Conditions : The iteration with the general rule defined above yields iterated
vectors of the following form :

b

Mx o u Nb

MX 1 u Nb

MX k u Nb

Mb u Nb

M2b u (I u M)Nb

Mk+1 b u (I u M u M2 u ...u Mk)Nb

The iteration can only yield a solution if the matrix M is stable. If the stability index
of the matrix M is P, the vector x

P
+ 1 is obtained as :

xP+1 = MP+l b u M*Nb

The vector xp+1 contains the least solution x = A* b of the system of equations if
the product M*N is equal to the closure A*.

xp+1 = MP +l b u A*b with M*N = A*
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The vector xP+1 is the least solution x = A* b of the system of equations only if
MP+1b b A* b. Since b b A* b, the rules for the inclusion and the closure lead to:

MP+1 b b MP+1A*b = MP+1 M*Nb b M*Nb = A*b

Hence the general iteration procedure yields the least solution x = A* b of the sys­
tem of equations if the matrix M is stable and the product M*N is identical with
the closure A*. If the stability index of the matrix M is p, then p + 1 iterations are
required to determine the least solution .

Jacobi method : The Jacobi method is the simplest method for solving a system
of equations. The iteration is carried out according to the following rule:

iteration

The iteration procedure is a special case of the general iteration procedure and
satisfies the conditions for the least solution of the system of equations :

matrices M=A N = I

condition

Gauss-Seidel method : In the Gauss-Seidel method , the matrix A of the system
of equations is represented as the union of a lower triangular matrix L and an upper
triangular matrix R. The lower triangular matrix L conta ins zero elements on and
above the diagonal. The upper triangular matrix R contains zero elements on and
below the diagonals. The system of equations to be solved may thus be formulated
as follows:

x = Ax u b = x = (L u R)x u b = x = Lx u Rx u b

The Gauss-Seidel iteration is carried out according to the following rule :

iteration

This iteration procedure corresponds to a staggered system of equations with the
matrix L and the solution vector xk + t: To reduce it to the general iteration proce­
dure, the solut ion vector xk +1 is written as a function of x k and b using the clo­
sure L* . With the rules for closures in Section 8.2.5, the iteration procedure is
shown to satisfy the conditions for the least solution of the system of equations:

iteration xk+1 L* (Rxk U b) = L* RXk u L*b

matrices M L*R N = L*

condition M*N (L*R)* L* = (L u R)* A*
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Forward and back substitution method : Like the Gauss-Seidel method, this
method uses a decomposition of the matrix A of the system of equations into a
union of a lower triangular matrix L and an upper triangular matrix R. The iteration
is carried out according to the following rules :

iteration

The first equation corresponds to a system of equations with the matrix R and the
solution vector Yk+ l ' which is solved by back substitution. The second equation
corresponds to a system of equations with the matrix L and the solution vector
Xk+ l' which is solved by forward substitution. In order to reduce the iteration pro­
cedure to the general iteration procedure, the solution vectors Yk+1 and Xk+1 are
specified using the closures R* and L* , and the first equation is substituted into
the second equation. By the rules for closures in Section 8.2 .5, the iteration proce­
dure satisfies the required condition.

iteration

matrices M

R*(xk U b)

L*Yk+1

L*R*(xk ub)

N == L* R*

cond ition

Number of iterations : Every iterative method yields the least solution x == A* b
of the system of equations after at most p + 1 iterations, where p is the stability
index of the matrix M. An upper bound for the stability index p of M is given by the
stability index q of the matrix A. The quadratic matrix A with n rows and columns
has a stability index q < n if the path algebra is stable. In this case , the iterative
methods require at most n iterations.

A stronger upper bound may be derived for the matrix M of the forward and back

substitution method assuming a unitarily stable path algebra. The derivation leads
to a stability index p ::; q /2 + 1. This method thus requires roughly half as many
iterations as the Jacobi method and the Gauss-Seidel method do in the worst case.
Since the calculational cost per iteration is the same for all iterative methods, the
calculational cost of this method is roughly half that of the Jacobi and Gauss-Seidel

methods in the worst case.

Knowledge of an upper bound on the number of iterations in the case of stable ma­
trices is of fundamental importance for algorithms. If the upper bound is exceeded
in the course of the iterat ion process, then the matrix A of the system of linear equa­
tions is not stable, and the iterat ion is aborted without a result.
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Example : Iterative methods

Let the illustrated cyclic graph with positive integer edge capacities be given . The
maximal capacities of the paths from each vertex of the graph to vertex 5 are to
be determined. The matrix A for the edge capacities is stable. The binary opera­
tions max and min from Section 8.5.4.4 are used for union and concatenation in
the path algebra for path capacities. The desired path capacities are determined
iteratively according to the methods described.

system of equations x = A x u b with b = es

Jacobi method y = A x k U band

A

n n 5 n n

1 n n 2 n

n 4 n n 7

n n 3 n n

n n n 6 n

n n 5 n n

1 n n 2 n

n 4 n n 7

n n 3 n n

n n n 6 n

X1 n n:=O
e:= 00

x2 n

0 x3 U n

x4 n

x5 e

Xk+1 = Y
Xo x1 x2 xa x4

n n 5 5 5

n n n 2 2

n 7 7 7 7

n n 3 3 3

e e e e e

n

U aiJ' xl' u b j
j=1

max {min{ai1 , x.} " .., min {a jn , x
n

} , b j }

In the Gauss-Seidel algorithm it is efficient to overwrite the vector x elementwise
in each iteration. This is indicated by the symbol oE- in the formulation of the itera­
tion procedures.
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Gauss-Seidel method Xk+ 1

A

n n 5 n n

1 n n 2 n

n 4 n n 7

n n 3 n n

n n n 6 n

LXk+ 1 u R x k u b

Xo X1 X2 X3
n n 5 5

n n 2 2

n 7 7 7

n 3 3 3

e e e e

n

Xi ~ U aiJ' XJ' U bj i = 1,...,n
j=1

Xi ~ max {min (a., , X1} ,... , min {ain, xn}, b.}

Forward and back substitution method :

LXk+ 1 U Yk+1

Y1 X1 Y2 X2

5 5 5 5

n 2 2

7 7 7 7

n 3 3 3

e e e e

n

e

n

n

n
R

n l 5
I

n n n

1 n n 2 n

n 4 n n 7

n n l 3 n n

n n n I 6 n

A

Yk+1 = RYk+1 U x k U band Xk+ 1

Xo

L

Yn Xn U b, = max {Xn, bn}
n

U a..y. U X· U b.
j=i+1 IJ ) I I

= n -1 ,...,1

Y1
i-1

j~aijXjUYi = 2,...,n

X i max {min{ai1, x.} ,..., min Ia, i - 1' Xi- 1}, Yj}
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8.6 NETWORK FLOWS

8.6.1 INTRODUCTION

The determination of flows in networks is a problem of graph theory and optimiza­
tion theory. Flow models are formulated on the basis of the principles of fluid me­
chanics. However, the application of flow models is not restricted to flow problems
in the physical sense , but rather comprises a wide range of problems, particularly
in the field of logistics.

Flow model : A simple flow model consists of a network with a source and a sink .
Mass flows originate at the source, flow through the network and disappear in the
sink. The network vertices with a direct mass input from the source are called
source vertices. The network vertices with a direct mass output to the sink are
called sink vert ices. The mass flows in the network are assumed to be stationary
(time-independent). They are bounded by capacities, and they may incur a cost.
A flow model is described by a weighted graph . Each edge is associated with non­
negative numbers for the flow, the capacity restriction and the cost per unit flow.

source vertex sink vertex

Q source backflow sink S

Flow conservation : The mass flows in the network are stationary. By the law
of conservation of mass, at each vertex of the network the combined mass input
must be equal to the combined mass output. The combined mass output from the
source must be equal to the combined input to the sink . This condition is taken into
account in the weighted graph of the flow model by introducing a return edge for
a backflow from the sink to the source. This turns the network into a closed system .
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Elementary flow : A constant unit flow in an elementary cycle of the graph is
called an elementary flow. It satisfies the condition of conservation of mass at
every vertex of the cycle, since the mass input to the vertex is equal to the mass
output from the vertex. Every mass-conserving flow in the network is a linear com­
bination of elementary flows. Thus the determination of flows in networks is re­
duced to the determination of elementary cycles in graphs .

Optimal flow : An admiss ible flow in a network is a mass-conserving flow which
satisfies the given capacity restrictions. A maximal flow in a network is an admissi­
ble flow for which the total mass flow from the source through the network to the
sink is maximal. The total mass flow through the network is a measure for the ca­
pacity of the network. Often there are different maximal flows in the network with
the same mass flow through the network. In these cases, a maximal flow with mini­
mal cost may be determined.

Methods : The theoretical foundations for the determination of admissible flows
in networks are treated in Sections 8.6.2 to 8.6.4; the basic methods for the deter­
mination of optimal flows in networks are treated in Sections 8.6.5 to 8.6.7. Matrix
and vector algebra with real numbers are used in the formulations. There are close
relationships between graph-theoretical methods , linear optimization methods
and dynamic programming methods.
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8.6.2 NETWORKS AND FLOWS

Introduction : The basic definit ions for flows in networks and the law of con­
servation of mass are treated in the following.

Network: A network is a multigraph G = (V, K ; A, E) with a vertex set V, an
edge set K and the initial and terminal incidences A and E. The multigraph G has
the following properties:

There are no loops on the vertices.

The graph does not contain partial edges.

The graph is weakly connected.

Matrix representation : A network with n vertices and m edges is conveniently
described by an incidence matrix S with n rows and m columns. The elements of
the matrix take the values -1, 0, 1.

incidence

{

- 1

Sij = °
+1

vertex i is the end vertex of edge j
vertex i is neither start nor end vertex of edge j
vertex i is the start vertex of edge j

Flow : A flow in a network is a function f which assigns every edge a non-negative
real number. A flow along a directed edge may be regarded as mass transport per
unit of time from the start vertex to the end vertex. The flow along edge j is desig­
nated by fj . The flows for all edges are conveniently combined into a vector f.

flow f = [fj1 f :2= 0

Conservation law By the physical law of conservation of mass, the input is
equal to the output at each vertex of the network. This condition is formulated as
follows in terms of the incidence S and the flow f :

conservation law S f = 0
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Example : Description of a network

The incidence matrix S for the illustrated network with letters as vertex labels and
numbers as edge labels is shown.

a

2

9

S=

234 5 6 7 8 9
+1 +1 0 0 0 0 0 0 -1
-1 0 +1 +1 0 0 0 0 0

0 -1 -1 0 +1 +1 0 0 0
0 0 0 -1 -1 0 +1 0 0
0 0 0 0 0 - 1 0 +1 0

0 0 0 0 0 0 -1 -1 +1

a
b

c
d

e

At the vertex c, the flows f2 and f3 form the input to the vertex and the flows fs
and f6 form the output from the vertex. Bythe conservation law, the input must be
equal to the output:

- f2 - f3 + fs + f6 = 0

The product of the row for vertex c in the matrix S with the vector f leads to this
equation.
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8.6.3 UNRESTRICTED FLOW

Introduction : Let arbitrary flows be allowed along the edges of a network. Such
flows are called unrestricted flows . Admissible non-zero flows can only exist if the
network contains cycles. The flows in elementary cycles of networks are of funda­
mental importance for the solut ion of flow problems in networks. The theoretical
foundations for unrestricted flows in networks are treated in the following.

Unrestricted flow : An unrestricted flow f in a network is said to be admissible
if for each edge j the flow fj is non-negative and the conservation law is satisfied
at the vertices. Thus the following conditions hold :

non-negativity

conservation law

f ~ 0

Sf = 0

Zero flow : The zero flow f = 0 satisfies the conditions for an admissible un­
restricted flow. If the graph of the network is acyclic, there are no admissible flows
other than the zero flow.

zero flow f = 0

The following proof shows that flows other than f = 0 cannot exist in an acyclic
graph. Consider every path through an acyclic graph which starts at a vertex a
without predecessors and ends at a vertex b without successors. If there were a
flow f > a along this path, the conservation law for the vertex a and the vertex b
would be violated . The flow from a to b must therefore be zero. Thus the zero flow
is the only admissible flow in the acyclic graph.

Elementary flow : There are admissible flows f ~ 0 in a network only if the graph
contains cycles. A unit flow in an elementary cycle is called an elementary flow and
is designated by a vector v. This vector contains the value 1 for each edge which
belongs to the elementary cycle and the value afor each edge which does not be­
long to the elementary cycle . Every elementary flow v satisfies the conditions for
an admissible flow.

elementary flow

edge j belongs to the elementary cycle
edge j does not belong to the elementary cycle
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Admissible flow: Every linear combination of the elementary flows vk with
non-negative coefficients "k is an admissible flow f in a network.

admissible flow

If an admissible flow f is given, it may be decomposed into elementary flows. The
decomposition is performed by iteratively reducing f to the zero flow O. In step k,
f is reduced by the greatest possible contribution " k vk of an elementary flow vk.
The coefficient " k is the minimum of all edge flows fj for the edges contained in the
elementary cycle vk. The reduced flow f - " kVk is also an admissible flow.

decomposition loop k = 1,...,n

coefficient " k= min {f j I vkj = 1}
J

reduction f ~ f - " kVk

Example 1 : Admissible flows

Let the illustrated network with numbers as edge labels be given. It contains four
elementary cycles. One of the elementary cycles is highlighted by thick lines.

2

7

8

9

Let an admissible flow f in the network be given. It is to be decomposed into the
elementary flows Vi' The iterative decomposition is shown.

1 2 3 4 5 6 7 8 9 edges

ill611 1512131 713I!Q] flow fT

1 1 1 0 1 0~ flow vi " 1 = min {4,5,7, 10} =4

~ reduced flow fT ~ fT_ "l vi

~ flowv~: "2 = min {6,3,3,6} =3

~ reducedflow fT ~ fT_ "2V~

@JJIITIlol 0 11 10 11 1 flow v1: " 3 = min {3, 1, 1,3,3} = 1

~ reduced flow fT ~ fT_ "3v1

I011I010111011IQ]JJ flow vr: "4= min {2, 2, 2, 2} = 2

I0101010I01010III:Q] reduced flow fT ~ fT - "4Vr
zero flow
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Cut : The vertex set V of a network is partitioned into two disjoint subsets X and Y.
The set of all edges with a start vertex x E X and an end vertex y E Y is called the
corresponding cut set. It is conveniently described by a cut vector s (X,Y), which
is formed according to the following rules for all edges j :

cut vector

1 edge j with start vertex xE X and end vertex y EY
o edge j with start vertex a~X or end vertex b~Y

Cut flow : Let a cut vector s (X,Y) for the edges separating the vertex set X from
the vertex set Y be given. The resulting flow in the cut is the sum of the flows along
all cut edges. It is called the cut flow and is designated by f(X,Y). The cut flow is
calculated as follows as a function of the flow f in the network :

cut flow f(X,Y) = fT s(X,Y)

If the vertex set X contains only one vertex x and the vertex set Y contains all re­
maining vertices, then f(X,Y) is the combined output from the vertex x and f(Y,X)
is the combined input to the vertex x. By the conservation law, the combined flow
from the vertices x E X to the vertices y E Y is equal to the combined flow from the
vertices y E Y to the vertices x EX:

conservation law f (X,Y) = f(Y,X)

Example 2 : Cut flows

Let the illustrated network with numbers as edge labels be given. A cut is performed
in the network by partitioning the vertex set into two disjoint subsets X and Y. The
cut is illustrated by a line separating the two sets. The corresponding cut vectors
s(X,Y) and s(Y,X) are specified.

vertex set X vertex set Y

9

1 234 5 6 7 8 9
sT(X,Y)=~

sT(y,X)=~
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Let an admissible flow f in the network be given. The cut flows f(X,Y) and f(Y,X)
are calculated. They are equal.

fT=~

f(X,Y) = fTS(X,Y) = 5 + 2 + 3 = 10

1....- .....:1=° f(Y,X) = fTS(Y,X) = 10
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8.6.4 RESTRICTED FLOW

Introduction : Let the flows along the edges of a network be bounded by a given

capacity. Such flows are called restricted flows. The restriction leads to the concept
of the residual graph, in which the extent to which a flow exhausts the capacity of
the network is represented. The theoretical foundations for restricted flows in net­

works are based on the foundations for unrestricted flows and are treated in the
following.

Capacity : Let the flow along each edge in the network be bounded from above.

Every edge is thus assigned a non-negative real number which represents the ca­
pacity, that is the maximal admissible flow. The capacities for all edges j of the net­

work are conveniently combined into a vector c.

capacity c = [cj ] c ~ 0

Restricted flow A restr icted flow f in a network is said to be admissible if for

each edge j the flow fj is non-negative and does not exceed the given capacity cj .

The conservation law must be satisfied at the vertices. Thus the following condi­
tions apply :

non-negativity
capacity restriction

conservation law

Residual graph : Let a network with the capacity c and an admissible flow f be

given. To assess the extent to which the flow exhausts the capacity of the network,

a residual graph is constructed according to the following rules :

The residual graph has the same vertices as the network.

For each edge j of the network, a forward edge j + and a backward edge r
are introduced. The forward edge has the same direction as the edge j, the
backward edge has the opposite direction.

The forward edge j + is assigned the unused capacity c." = cj - fj . The re­
sidual graph contains only the forward edges with ct> d.
The backward edge r is assigned the used capacity Cj = fj . The residual
graph contains only the backward edges with Cj> o.
An edge pair ( j +, r) of the residual graph is not regarded as a cycle with re­
spect to the network flow.

The capacity components ct and Cj for all edges j are conveniently combined
into vectors c + and c" , whose sum equals the capacity c.

capacity components c + c f ~ 0

c f ~ 0
sum c " + c C ~ 0
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Example 1 : Residual graph

Let the illustrated network with admissible values cj / fj of the capacity and the
flow for every edge j be given. The corresponding residual graph is shown. The
forward edges are labeled with the boldface values ct = cj - fj , the backward
edges are labe led with the values Cj = fj in pla in face .

a

5/2

6/6

8/5

f

3/3

24/8 1...':::::::========8=..1 16

Zero flow : The zero flow f = 0 satisfies the conditions for an admissible unre­

stricted flow. The residual graph for f = 0 contains a forward edge and no back­
ward edge for every edge j with capacity cj > O. It coincides with the graph of the

network if no edge j has the capacity cj = O. If the residual graph is acyclic , then
there is no admissible flow other than the zero flow f = O.

Elementary flow : There are admissible flows f '"' 0 in a network only if the res id­
ual graph for f = 0 contains cycles. The elementary flows are determined as in the

case of unrestricted flow problems. An admissible restricted flow f is decomposed

into the component elementary flows in the same way as an admissible unre­

stricted flow.

Flow increment : Let a network with an admissible flow f be given. If the residual
graph for f is not acyclic, the flow f may be increased by a flow increment M. A
flow increment M is admissible if f + M is an admissible flow . This leads to the
following cond itions for an adm issible flow increment :

non-negativity

capacity restriction

conservation law

f+M ~ 0 $>

f+M :5 e $>

S(f+M) = 0 $>

M ~ - e­

M :5 c "
SM= e

The flow increment Llf must satisfy the conservation law. The capacity compo­

nents - c" and e + determined for the residual graph are a lower and upper bound

for the flow increment, respectively. If the flow f is increased by Llf , the capacity
components e + and e- change as follows:

capacity components
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Elementary flow increment : Let an admissible flow f in a network and the cor­
responding residual graph be given. If there is an elementary cycle in the residual
graph, then there is also an elementary flow increment !:!v. An elementary cycle
in the residual graph may consist of both forward and backward edges. If both the
forward and the backward edge for a vertex pair exist, then only one of these two
edges can belong to the elementary cycle. Accordingly, the vector !:!v for an ele­
mentary flow increment contains the values -1 , 0, +1. It is formed according to the
following rule:

elementary flow increment !:!vj E {-1,O,+1}

{

-1
!:!vj = 0

+1

backward edge t belongs to the elementary cycle
edges j+ and r do not belong to the elementary cycle
forward edge j+ belongs to the elementary cycle

The elementary flow increment !:!v satisfies the conservation of mass. However,
it may violate the bound from above or below. An admissible flow increment M is
formed by multiplying the elementary flow increment !:!v by a non-negative coeffi­
cient A.. The coefficient is determ ined such that the bounds from above and below
are not violated. It is less than or equal to the minimum of all capacity components
of the forward and backward edges contained in the elementary cycle.

admissible flow increment

coefficient

M = A. !:!v A. ~ 0

A. :5 min {ct !:!vj = 1, Cj I !:!vj = -1}
J

Example 2 : Elementary flow increment

Let the illustrated residual graph for a network with an admissible flow f be given.
The forward edges are labeled with the boldface values ct = cj - fj , the back­
ward edges are labeled with the values Cj = fj in plain face. The residual graph
contains an elementary cycle with the vertex sequence < a,b, c,d, f,a >, which con­
sists of four forward edges and one backward edge. The greatest possible incre­
mental flow in the elementary cycle is A. = 2. The flow f is increased by the corre­
sponding flow increment M . The corresponding residual graph with the modif ied
capacity components is shown.

given residual graph

8 16 10 14

incremented residual graph
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Cut : As in the case of unrestricted flow, a cut may be performed in a network with
restricted flow by partitioning the vertex set of the network into two disjoint subsets
X and Y. In the case of restricted flow, the cut capacities are considered in addition
to the cut flows.

Cut flow and cut capacity : Let the cut vectors s(X, Y) and s(Y,X) for the cut sets
be given. The corresponding cut flows are determined in terms of the flow f, the
corresponding cut capacities are determined in terms of the capacity c :

cut flow

cut capacity

f (X,Y)

c(X,Y)

fTs(X,Y)

cTs(X,Y)

f (Y,X) fT5 (Y,X)

c(Y,X) = cT5 (Y,X)

Due to the capacity restrictions fj :5 cj for all edges j , the following restrictions
hold:

restrictions f (X,Y) :5 c(X,Y) f (Y,X) :5 c(Y,X)

Since the cut flows f(X,Y) and f(Y,X) are equal by the conservation law, the follow­
ing stronger restriction holds:

restriction f (X,Y) = f (Y,X) :5 min {c(X,Y), c(Y,X)}

Example 3 : Cut flows and cut capacities

Let the illustrated network with admissible values cj / fj of the capacity and the flow
for every edge j be given. The cut capacities and cut flows for the illustrated cut
are determined.

c(X,Y) = 4+6+3 = 13

c(Y,X) = 24

f (X,Y) = 4+1 +3 = 8 :5 13
3/3

f (Y,X) = 8 :5 24

24/8 f (X,Y) = f(Y,X) :5 13
vertex set X vertex set Y
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8.6.5 MAXIMAL FLOW

Introduction : In determining the maximal flow in a network, it is assumed that
the network has exactly one source and one sink. The flows originating at the
source flow through the network to the sink . The flows along the directed edges
are bounded by given capacities. In order to satisfy the conservation law for the
network flows , a backflow from the sink to the source is introduced, which is equal
to the combined output from the source and, equivalently, to the combined input
to the sink . The backflow may be bounded or unbounded. The maximal flow from
the source through the network to the sink is a measure of the total capacity of the
network. It is determined by solving a linear optimization problem. The theoretical
foundations for maximal flows in networks are based on the foundations for re­
stricted flows and are treated in the following.

Source and sink : A restricted flow f in the network is said to be maximal if the
flow f is admissible and the resultlnq flow fR from the source q to the sink s is
maximal. This defin ition leads to the following linear optimization problem:

non-negativity

capacity restriction

conservation law

resulting flow

f ;:: 0

f :$ c
Sf = 0

Elementary cycles in the residual graph : Consider the residual graph for a
network with an admissible flow f. The residual graph may contain elementary
cycles , which are classified as follows with respect to the resulting flow fR :

An elementary cycle is called an augmenting cycle if it contributes to an in­
crease of the resulting flow fR' It consists of an elementary path from the
source to the sink and the edge R +.

An elementary cycle is called a diminishing cycle if it contributes to a de­
crease of the resulting flow fR ' It consists of an elementary path from the sink
to the source and the edge W.

An elementary cycle is called a preserving cycle if it does not contribute to
a change in the resulting flow fR' It contains neither the edge R + nor the edge
W.

The augmenting and preserving cycles of the residual graph are of fundamental
importance for determining the flow f with the maximal resulting flow max fR'
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augmenting cycle

8.6.5 Network Flows : Maximal Flow

preserving cycle

Optimality condition An admissible flow f is maximal if and only if the residual
graph for f does not contain an augmenting cycle . A maximal flow f is unique if and
only if the residual graph for f does not contain a preserving cycle.

Proof : Optimality condition

The condition for a maximal flow is proved by showing that the flow cannot be maxi­
mal if there is an augmenting cycle and that in case of a non-maximal flow there
necessarily exists an augmenting cycle. If the residual graph of f contains an aug­
menting cycle , then there is an admissible flow increment M ~ 0 with ~fR> O.
Then 9 = f +M is an admissible flow with gR > fR. In this case the flow f is not
maximal. Conversely, if the flow f is not maximal , then there must exist an admissi­
ble flow 9 ~ f with gR > fR. Then M = 9 - f ~ 0 is an admissible flow increment
with ~fR > O. In this case there is at least one augmenting cycle in the residual
graph for f.

The cond ition for the uniqueness of a maximal flow f is proved in the same manner.
There is no augmenting cycle in the residual graph for f . If there is a preserving
cycle in the residual graph for f , then there is an admissible flow increment M ~ 0
with ~fR= O. Then 9 = f + M is an admissible flow with gR = fR. In this case the
max imal flow f is not unique. Conversely, if the maximal flow is not unique, there
must be an admissible flow 9 ~ f with gR= fR. Then M =9 - f ~ 0 is an admissi­
ble flow increment with M R= O. In this case there is at least one preserving cycle
in the residual graph for f.

Optimization procedure : A maximal flow f in a network is determined in the fol­

lowing steps :

1. Choose an admissible flow f as an initial flow. The zero flow f = 0 is a pos­
sible cho ice.

2. Determine the residual graph for the flow f and find an augmenting cycle in
the residual graph.

3. If there is an augmenting cycle , determine the greatest possible flow incre-
ment M , increase the flow f by M and repeat step 2.

4. If there is no augmenting cycle , the flow f is maximal.

If the capacities are integers, then the edge flows of a maximal flow are also inte­
gers . The procedure requires a finite number of steps to calculate the maximal flow.
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Proof : Properties of the optimization procedure

To prove the integer property, the zero flow f = 0 is taken as the initial flow. The
residual graph for f possesses integral edge capacit ies. The greatest possible flow
increment At for an augmenting cycle is therefore also integral. Hence the flow f
remains integral when increased by At. The same is true for all subsequent aug­
menting cycles. Hence the procedure yields an integral maximal flow f with the in­
tegral resulting flow max fRo Since for each augmenting cycle the resulting flow fR
is increased by an integral component At with ~ fR ~ 1, at most max fR augment ­
ing cycles need to be considered in the course of the procedure. The number of
steps required for calculating the maximal flow is therefore finite.

If the given edge capacities are rational numbers, the optimization problem may
be transformed into an integer optimization problem by rnultiplyinq all edge capaci­
ties by their common denominator. It follows that the procedure yields a maximal
flow with rational edge flows after a finite number of steps.

If some edge capacities are irrational numbers, the procedure may require an infi­
nite number of steps and may even converge to incorrect edge flows.

Example 1 : Let the illustrated network with the source a, the sink f and the indi­
cated edge capacities be given. Let the backflow from the sink to the source be
bounded. The graph corresponds to the residual graph for the zero flow f = O. A
maximal flow f in the network is determined iteratively. In each step an augmenting
cycle, represented by thick edges , is determined. In the residual graph, the forward
edges j + are labeled with the boldface values c j+ = cj - fj , and the backward
edges r are labeled with the values Cj = fj in plain face. The residual graphs for
the individual steps are shown.

3 0

L- ---l8

7 1

4 4

8
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The illustrated flow in the residual graph with the resulting flow fR = 8 is maximal,
since there is no augmenting cycle in the residual graph. However, it is not unique,
since the residual graph contains several preserving cycles.

Minimal cut : Cuts in networks with restr icted flows are treated in Section 8.6.4.
They are applied to maximal flows as follows. The vertex set of the network is parti­
tioned into two disjoint subsets Q and S. The vertex set Q contains at least the
source q, and the vertex set S contains at least the sink s. The partition consisting
of Q and S is called a minimal cut if the cut capacity is minimal among all such parti­
tions.

minimal cut min c = min {c(Q ,S)}
o.s

Maximal flow and minimal cut : The maximal flow max fR which flows from the
source q through the network to the sink s is equal to the minimal capacity min c
of a cut which separates the source q from the sink s. The backflow from the sink s
to the source q is assumed to be unbounded.

max f R = min c

The proof of this theorem is contained in the follow ing procedure for constructing
a minimal cut with maximal flow.

Construction of a minimal cut with maximal flow : Let an arbit rary cut through
the network with the vertex sets Q and S be given. For a maximal flow f the resulting
flow max fR along the return edge R contributes to the cut flow f(S, Q). By the con­
servation law, the cut flows f(S , Q) and f(Q, S) are equal. Due to the capacity restric­
tion , the cut flow f(Q , S) is less than or equal to the cut capacity c(Q, S) :

max fR :5 f(Q, S) = f(Q, S) :5 c(Q, S)

If there is a cut with c(Q, S) = max fR ' then this cut is min imal. A minimal cut may
be constructed from the residual graph for a maximal flow as follows :

1. The residual graph is reduced by removing the backward edge W for the
backflow.

2. In the reduced residual graph, all vertices reachable from the source q are
determined and combined into the vertex set Q. The source q belongs to Q,
since q is reachable from itself. The sink s does not belong to Q, since s is
not reachable from q. If s were reachable from q, there would be an augment­
ing cycle and the flow f would not be maximal.

3. All vertices which do not belong to the vertex set Q are collected in the vertex
set S. The sink s belongs to S.
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4. There are no edges from x E Q to YE 8 in the reduced residual graph. If an
edge from x to y existed, y would be reachable from q via x, and hence by
point 2 the vertex y would have to belong to the vertex set Q.

5. There are only edges from yES to x E Q in the reduced residual graph . Each
of these edges is either a forward edge j + or a backward edge r
Every forward edge j + ~ R + from y E 8 to x E Q in the reduced residual graph
corresponds to an edge j from y to x with the flow fj = 0 in the graph. The
forward edge j + = R + from the sink s E 8 to the source q E Q in the reduced
residual graph corresponds to the return edge R from s to q with the resulting
maximal flow max fR in the graph. The cut flow f(8, Q) in the graph is therefore
equal to max fR .

Every backward edge r from y E 8 to X E Q in the reduced residual graph cor­
responds to an edge j from x to y with the flow fj = cj in the graph. The cut
flow f(Q, S) in the graph is therefore equal to the cut capacity c(Q, 8) .

6. Together, max fR = f(Q, 8) and f(8, Q) = f(Q, 8) and f(Q, 8) = c(Q,8) imply
maxfR = c(Q, 8). Hence the cut with the vertex sets Q and S is minimal.

Example 2 : Maximal flow and minimal cut

Let the illustrated graph, a maximal flow f and the corresponding residual graph
be given. The edges of the graph are labeled with the value pairs capacity / flow.
The forward edges of the residual graph are labeled with boldface capacities, the
backward edges are labeled with capacities in plain face . The reduced residual
graph is the residual graph without the edge W.

In the residual graph without the edge R-, the vertices a,b,c,d are reachable from
the source a. They form the vertex set Q. The remaining vertices e,f form the vertex
set 8. The partition of the vertex set into Q and 8 is a minimal cut. The maximal
resulting flow max fR is equal to the minimal cut capacity.

graph

a..
6/5

x/9 R

/ cut

min c = max fR = 6 + 3 = 9

residua l graph

~ 13~ ?:

Q = [a.b .c. d}

S = {e, ! }
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8.6.6 MAXIMAL FLOW AND MINIMAL COST

Introduction : Let the maximal resulting flow though a network from the source
to the sink be calculated. There may be several different flow states which lead to
the same maximal resulting flow through the network. Among these flow states,
a flow with minimal cost is to be determined. The cost is assumed to be propor­
tional to the flow. Cost values per unit flow are therefore introduced for the edges.
Starting from a calculated maximal flow in the network, a minimum cost maximal
flow is determined by solving a linear optimization problem. The theoretical foun­
dations for minimum cost maximal flows in networks are treated in the following .

Cost : Let the flow along every edge in the network incur a cost proportional to
the flow. Every edge is thus assigned a non-negative real number which repre­
sents the cost per unit flow. The costs for all edges j of the network are conveniently
combined into a vector k.

cost k ~ 0

Maximal flow with minimal cost : There may be several different maximal
flows f in a network with the same resulting flow fR from the source through the
network to the sink. A maximal flow f with minimal cost is to be determined. This
is a linear optimization problem:

non-negativity f ~ 0

capacity restriction f $ C

conservation law Sf 0

maximal flow fR -.. max

minimal cost kTf -.. min

Preserving cycles in the residual graph : Consider the residual graph for a
maximal flow 1.The residual graph may contain preserving cycles with the admis­
sible flow increments M and M R = O. They are classified as follows with respect
to the cost:

cost-raising cycles

cost-preserving cycles

cost-reducing cycles

kTAf > 0

k™ 0

k™ < 0

Optimality conditions : A maximal flow f incurs minimal cost if and only if the
residual graph for f contains no cost-reducing cycle. A maximal flow f with minimal
cost is unique if and only if the residual graph for f contains no cost-preserving
cycle. The proofs are analogous to the ones in Section 8.6.5.
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Optimization procedure : A maximal flow f with minimal cost K is determined
in the following steps :

1. Determine a maximal flow f with cost K = kTf as an initial flow.

2. Determine the residual graph for the flow f and find a cost-reducing cycle in
the residual graph.

3. If there is a cost-reducing cycle, determine the greatest possible flow incre­
ment M , increase the flow f by ~f , reduce the cost K by kTM and repeat step 2.

4. If there is no cost-reducing cycle, the maximal flow f incurs minimal cost.

Example 1 : Let the illustrated network with the source a, the sink f, a maximal
flow f, the edge capacities c and edge costs k per unit flow be given. Each edge j
is labeled by a triple cj / fj / kj . A maximal flow f with minimal cost is determined
iteratively using the residual graphs. In each step a cost-reducing cycle, represent­
ed by thick edges, is determined. In the residual graph, forward edges are labeled
with the boldface values ct = cj - fj and kt = kj , and backward edges are la­
beled with the values Cj = fj and kj = -kj in plain face. Labeling the edges with
kt and kj makes it easier to find cost-reducing cycles in the graphical representa­
tion. The residual graphs for the individual steps are shown.

network with capacity / flow / cost

4/4/2

5/4/3 6/5/2

a ~1n f

6/4/2

8/8/0

3/3/3

cost - I Cj kj = 54
j

cost = 54 + 2(-2) = 50 cost = 50 + 1(-2) = 48
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Example 2 : Distribution and assignment problems

Distribution and assignment problems occur in various forms in the field of logis­
tics.They are exemplified by the production and consumption of goods. Goods are
distributed from production sites to consumption sites in a network.The production
and the consumption are bounded by given capacities . The goods are distributed
by transporting them through the network; this transport is bounded by given trans­
port capacities and incurs a cost per unit of goods. The most cost-effective distribu­
tion of goods at maximal consumption is to be determined . This distribution pro­
blem is a problem of maximal flow with minimal cost. The weighted graph for the
distribution problem is shown schematically.

I production f- distribution -------j consumption I
~ ---..

s

q production edge with capacity c > 0 and cost k = 0

s consumption edge with capacity c > 0 and cost k = 0

v distribution edge with capacity c > 0 and cost k

The problem of the distribution of goods may be reduced to an assignment pro­
blem if the transport path from each production site to each consumption site is
predetermined and the transport capacity in the network is sufficient. In this case,
the production sites are directly assigned to consumpt ion sites. This assignment
problem is a special problem of maximal flow with minimal cost. The weighted
graph for the assignment problem is shown schematically.

Iproduction Iassignment Iconsumption I

Q

q production edge with capacity c > 0 and cost k = 0

s consumption edge with capacity c > 0 and cost k = 0

z assignment edge with capacity c = 00 and cost k
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8.6.7 CIRCULATION

Introduction : Circulations are composed of cyclic flows in a network without a
source or a sink. The flow along each edge of the network may be bounded from
above and below. Depending on the structure of the network and the restrictions
on the flows, a circulation mayor may not exist. The determination of a circulation
in the network is reduced to the determination of a maximal flow in a substitute net­
work with a source and a sink . The procedures described in the preceding sections
may then be applied. The theoretical foundations for circulations in networks are
treated in the following.

Circulation : A flow f in a network is called a circulation if it is bounded from
above and below and the conservation law is satisfied. Thus the following condi­
tions hold for a circulation 1.

restriction

conservation law

b :5 f :5 C

5f = 0

o :5 b :5 C

For a given network with the restrictions band c, a circulation mayor may not exist.
The existence depends on the values of the restrictions.

Admissible restricted flows : The determination of a circulation f is reduced to
the determination of an admissible restricted network flow f N . The following ansatz
is used for this purpose:

circulation

network flow

Substituting the ansatz into the restriction for the circulation f yields the following
restriction for the network flow f N :

restriction b :5 f :5 C =
o :5 fN :5 C - b

Substituting the ansatz into the conservation law for the circulation f yields the
following restriction for the network flow f N :

conservation law 5 f 0 =
5fN + 5b 0
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The expression Sb in the conservation law is decomposed into the components
(sb)" 2: 0 and (Sbt 2: 0 with Sb = (sb)" - (Sbt . The component f s = (Sb)"
corresponds to outputs from the vertices, the component fa = (Sbt corresponds
to inputs to the vertices. This decomposition leads to the following conservation
law:

conservation law

input

output

SfN+fs-fo 0

fa = (Sbt 2: 0

fs = (Sb)+ 2: 0

Multiplying the conservation law SfN+ f s - fa = 0 by the transpose eT= [1 '00.,1]
of the one vector from the left and using the special property eTS = 0Tof the inci­
dence matrix, one obtains the result that the sum eTfo of the vertex inputs is equal
to the sum eTf s of the vertex outputs.

conservation law eTfo = eTfs eT=[1' 00 .,1]

Thus the conditions for a circulation f are reduced to the conditions for the restrict­

ed admissible flows fN' fa, f s·

Substitute network : In order to determine the restricted admissible flows for a
circulation, a substitute network is constructed. The vertex set of the substitute net­
work contains all vertices of the network as well as a source q and a sink s. The
edge set of the substitute network contains the set N of all edges of the network,
the set Q of input edges from the source q to each vertex of the network, the set
S of output edges from each vertex of the network to the sink s, and the return edge
R from the sink s to the source q. Non-negative flows and capacities are introduced
for all edges of the substitute network. The following conditions hold for the admis­
sible restricted flows in the substitute network:

network flow f N 2: 0 fN :5 cN c-b

input fa 2: 0 fa Co (Sbt

output f s 2: 0 fs Cs (Sb)+

backflow fR 2: 0 fR :5 cR 00

conservation law SfN - fa + f s = 0

fR = eTfo = eTfs
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Maximal flow in the substitute network : The existence of a circulation is de­
termined by calculat ing a maximal flow max fR in the substitute network. The equa­
tions fa = Co and fs = Cs are replaced by the inequalities fa::; Co and f s::; cs ,
so that the following conditions are imposed :

network flow fN ~ 0 f N ::; cN = c-b

input fa ~ 0 fa ::; Co (Sb)-

output f s ~ 0 f s ::; Cs (Sb) +

backflow fR ~ 0 fR ::; cR
00

conservat ion law SfN - fa + fs = 0 fR eTfa = eTfs

resulting flow fR --+ max

There exists a circulation in the network if and only if the following conditions are
satisfied for the maximal flow in the substitute network:

conditions

A circulation in the network is calculated from the maximal flow in the substitute
network by increasing the network flow fN by the lower bound b of the circulation.

circulation

The substitute network for the maximal flow may be simplified as follows . The
edges with the capacity restriction c = 0 are not included in the substitute network,
since there can be no flow f > 0 along these edges. Then each vertex of the net­
work has either an input edge from the source or an output edge to the sink or nei­
ther of these edges. The maximal flow in the subst itute network is calculated ac­
cording to the procedure in Section 8.6.5.

Minimal cost of a circulation : If there is a circulation in a network and the costs
per unit flow for the network edges are specified, a circulation with minimal cost
may be calculated. This calculation may be carried out for the substitute network
using the procedure in Section 8.6.6 for the maximal flow with minimal cost.

Example 1 : Circulation

Let the network illustrated below with values bj / cj for the lower / upper bound of
the flow along each edge j be given. The corresponding substitute network con­
tains the network vertices as well as a source q and a sink s. The edges and their
capacities in the substitute network are determined as follows :
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Each network edge j is assigned a capacity cNj = cj - bj in the substitute net­
work. If cNj = 0, then the edge j is not included in the substitute network.

For each vertex x of the network, the combined output a due to the minimal
flows fi = bj of all network edges j incident at the vertex x is calcu lated. If
a < 0, an input edge from q to x with the capacity -a is introduced. If a > 0,
an output edge from x to s with the capacity a is introduced.

A return edge R with the capacity cR = co is introduced from the sink s to the
source q.

network

b

substitute network

3/6

3

2

4

2

3

c

00

c l----.../

The maximal flow in the substitute network is calculated according to the proce­
dure in Section 8.6.5. The substitute network with the values cj / fj for the capacity
and the flow along each edge j is shown. For the input and output edges intro­
duced, the flow is equal to the capacity. Hence the condit ions for the existence of
a circulation in the network are satisfied . A circulat ion in the network is calculated
by increasing the calculated flow fj in the substitute network by the lower bound
bj for each network edge j.

substitute network

2/0

00 /2

circulation

o
2

b

2

4

2
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Example 2 : Disposition problem

In various application areas the planning of the deployment of resources leads to
disposition problems. The optimal deployment of trains according to a specified
schedule is a typical example. For each train connection, the schedule specif ies
the initial station with the time of departure and the destination with the time of ar­
rival. The schedule is constructed for a given period of time and then repeated peri­
odically. The minimal number of trains required at each station to implement the
schedule is to be determined. It is assumed that a train can wait at a station for an
arbitrary amount of time. This disposition problem corresponds to a circulation in
a network with minimal cost.

The weighted graph for this disposition problem is constructed as follows. The ver­
tices of the graph are the times of departure and arrival of trains at each station,
which are represented as an ordered sequence along a time axis. The edges of
the graph are waiting edges at every station, journey edges for train journeys be­
tween two stations and deployment edges for each train. Since the schedule is
periodic, every deployment of a train must end at the station at which it began. De­
ploying a train incurs one unit of cost, so that the minimal cost is given by the
minimal number of deployed trains . The graph with the edge weighting for the
lower and upper capacity restrictions and for the costs is shown below for a railway
system with three stations .

time axis

w

w

ww

w
station A

station B

w
station C

e

e

lower bound upper bound cost

waiting edge w: b=O c= oo k=O
journey edge f b = 1 c= oo k=O
deployment edge e: b=O c=oo k=1

The solution of this simple disposition problem is the deployment of at least two
trains at station A. Each train travels from A via B to C and returns from C via B to A.
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9.1 INTRODUCTION

Physical quantities are independent of the coordinate systems which are used to
describe the physical problem. Variables which represent physical quantities are
called tensors . The mathematical properties of tensors are of fundamental impor­
tance for the mathematical formulation of physical phenomena.

Tensors may be defined by their mathematical properties without reference to their
physical significance. The special property of every tensor is that the tensor is a
linear scalar mapping of a vector m-tuple (tensor of rank m). Tensors are therefore
represented using the vector algebra introduced in Chapter 3. Real vector spaces
with the euclidean metric are particularly important for physical problems. Tensor
algebra is based on the rules of transformation for basis vectors and for vector
coordinates.

A tensor is completely described by its coordinates in an arbitrary basis . Each of
these coordinates is the image of one of the possible m-tuples of basis vectors.
Since the mapping which defines the tensor is linear, the image of an arbitrary
m-tuple of vectors may be represented as a linear combination of the tensor coor­
dinates. Tensor algebra deals with the transformation rules for tensor coordinates
under transformations of the basis of the vector space. These rules may be used
to establish the tensor character of a variable. There are tensors with special prop­
erties, such as symmetric, antisymmetric and isotropic tensors. Tensors of rank 1
(vectors) and tensors of rank 2 (dyads) are often used to solve physical problems.

A tensor with space-dependent coordinates is called a tensor field . The properties
of tensor fields are treated in tensor analysis. Tensor analysis deals with a point
space. A vector space is associated with this point space by regarding the differ­
ence of two points of the point space as a vector of the vector space. Depending
on the type of problem considered, either the same (global) basis for the associ­
ated vector space is chosen at all points of the space , or a different (local) basis
is chosen at every point. Christoffel symbols are defined to describe the space de­
pendence of the basis vectors. The coordinates of a tensor in a global basis are
called rectilinear coordinates : Their space dependence is described by partial de­
rivatives. The coordinates of a tensor in local bases are called curvilinear coordi­
nates: Their space dependence is described by covariant derivatives. Tensor inte­
grals and field operations are defined for tensor fields.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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9.2 VECTOR ALGEBRA

9.2.1 VECTOR SPACES

Introduction : General vector spaces are treated in Section 3.5. The concepts
of vector, linear combination, independence, basis and dimension are defined
there. The finite-dimensional real vector space (R, Rn ; +, 0) is particularly impor­

tant for physical problems. The study of the algebraic structure of vector spaces
with linear mappings is treated in Section 3.6. The definition of the topological
structure of real vector spaces with a metric is treated in Section 5.4.

The relat ionship between real metric vector spaces, vector spaces with a scalar
product and euclidean vector spaces is treated in the following. The concept of
dual bases is introduced to allow a convenient representation of the scalar product
in non-orthonormal bases. These bases are distinguished by the terms covariant
and contravariant. Accordingly, vectors have covariant and contravariant coord i­

nates.

Real metric vector space : A vector u of the real vector space Rn is an n-tuple

(u 1,oo"un) of real numbers with the coordinates ujE R. The vectors u,v,wE Rn
have the following general properties :

associative u+(V+W)= (u+v)+w

commutative u + W W + u

identity element u + 0 u

inverse element: u + (-u) 0

The product of vectors u, W E Rn with scalars a, b E R has the following properties :

associative a(bu) (ab)u

distributive (a+ b)u au +bu

a(u +w) au +aw

identity element : 1 u u

A real space Rn is called a real metric space if a metric d(u ,w) with the following
properties is defined for any two vectors u, WE Rn :

(M1)

(M2)

(M3)

(M4)

d(u,U)

d(u,w) >

d(u,w)

d(u,w) ::5

o
o
d(w,u)

d(u, v) + d(v,w)

for U;cW

for every vE Rn
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Scalar product : A mapping s : ~ n x ~ n ~ ~ with s(u, w) = u- W is called a
scalar product of the vectors u and W in the real space ~ n if the following condi­
tions are satisfied for vectors u, v, WE ~ n and every scalar c E ~ :

(S1) U·U > 0 for u~o and u·u=o for u=o

(S2) U·W w-u

(S3) (cuj-w U • (cw) = ctu-w)

(S4) u- (v + w) u·v +u·w

Magnitude of a vector : The positive square root of the scalar product u- U of
a vector u E ~ n with itself is called the magnitude of the vector u and is designated
by lui . The absolute value of the scalar product u· W is less than or equal to the
product of the magnitudes of the vectors u and W (Schwarz inequality).

lu i = ru:u
lu , w l :5 [u jw ]

Proof : Schwarz inequality

A linear combination AU + W is formed using the vectors Uand wand a scalar AE ~ .

Properties (S1) and (S2) of the scalar product lead to the following inequality:

(AU+W)'(AU+W) = A2 U' U + 2 AU'W + W·W ~ 0

This condition is satisfied if the discriminant of the quadratic equation in A is not
positive. Since both sides of the resulting inequality are non-negative by property
(S1), the square root may be taken on both sides:

4(U'W)2 - 4(u·u)(w·w) :5 0

(U·w)2:5 (u,u)(w,w)

[u - w ] :5 lu ilwi

Angle between vectors : By the Schwarz inequality, an angle a may be defined
for arbitrary vectors u,W~ 0 with the scalar product u- w. The vectors u and W
are said to be parallel if cos a = 1.The vectors are said to be orthogonal if cos a = O.
Orthogonal vectors are said to be orthonormal if their absolute value is 1.

cos a u'W

fUTiWl
cos a 1: u and ware parallel

cos a 0: u and ware orthogonal

cos a 0 11 lu i = [w l = 1 : u and ware orthonormal
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Euclidean vector space : A real vector space R n is said to be euclidean if a
scalar product u- w is defined for any two vectors u, w of the space. The metric
d(u, w) of the vectors u and w in the euclidean space is the magnitude of their
difference u - w.

d(u,w) = ) (u - w) . (u - w)

Proof : Properties of the metric in a euclidean space

Properties (M1) and (M2) of the euclidean metric follow from its definition by prop­
erty (S1) of the scalar product. Property (M3) follows from (S2). To prove property
(M4), the distance d(u, w) of the points u, WE Rn is expressed as a function of a
third point v E Rn :

(u - W) · (U-W)

(U-V + V-W)·(U-V + V-W)

(U - V)· (U - v) + 2(u - V) · (v - W) + (v - W) · (v - w)

By definition (u - v)· (u - v) = d2(u, v) and (v - w)· (v - w) = d2(v, w) . Hence the
Schwarz inequality yields (u - v) • (v - w) :5 I (u - v)· (v - w) I :51 u - v II u - w I =

d(u,v) d(v,w). Property (M4) now follows by substitution :

d2(u ,w) :5 d2(u,v) + 2 d(u ,v) d(v,w) + d2(v,w)

d (u,w) :5 d (u,v) + d(v,w)

Components of a vector : Let a vector u of the euclidean space Rn be the sum
of the vectors a,b e R''. Then the vectors a and b are called components of the
vector u. The vector u may be decomposed into components in different ways.

u = a+b A u.a.b e R"
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Basis of a real vector space : Every set of n linearly independent vectors is a
basis of the real vector space Rn (see Section 3.5). The basis vectors are desig­
nated by b l ,.. .,bn. A basis is said to be orthogonal if the basis vectors are pairwise
orthogonal. A basis is said to be orthonormal if the basis vectors have magnitude 1
and are pairwise orthogonal.

orthogonal basis i ~ m = b j • bm = °
orthonormal basis =m = b j • bm = 1

~m = b i • bm = °
Canonical basis : A vector of the real vector space Rn is called a canonical unit
vector if one coordinate has the value 1 and all other coordinates have the value 0.
The canonical unit vector whose i-th coordinate is 1 is designated by e j • The basis
vectors of an orthonormal basis are generally not canonical unit vectors, but their
magnitude is 1. The special orthonormal basis e l , ... ,en whose basis vectors are
the n canonical unit vectors of the space Rn is called the canonical basis of the
vector space.

canonical basis of Rn : ei = (0,...,0,1,0,...,0)

= m = ej • em = 1

~ m = ej • em = °
Dual bases : Two bases of a euclidean space Rn are said to be dual (reciprocal ,
contragredient) if their basis vectors with different indices are pairwise orthogonal
and the scalar product of basis vectors with the same index is 1. One of these two
bases is chosen arbitrarily. It is called the covariant basis and is associated with
subscripts. Its basis vectors are designated by b l , ... , bn. The other basis is called
the contravariant basis and is associated with superscripts. Its basis vectors are
designated by b 1, ...,b".

covariant basis

contravariant basis

duality

b l,· ··,bn

b ', ....b"

i = m

i ~ m

b j • bm = b
j
• bm = 1

b. • bm = bi • b = °I m

Every orthonormal basis is self-dual; in particular, the canonical basis e l ,. ..,e n is
self-dual. Its basis vectors may thus alternatively be designated by e 1,... .e" with
em = em.
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Coordinates of a basis: Let the vectors b 1,...,b n form a covariant basis of the
euclidean space Rn. By the definition of a basis, an arbitrary basis vector bm and
the vectors e1, ....e'' of the canonical basis of Rn are linearly dependent.

with

This vector equation is solved for bm. The coefficients bimof the vector equation
are determined by forming the scalar products e j • bm= bm• ej and exploiting the
orthonormality of the canonical basis.

bm b1me1+ ... +bnmen with bjm=-cj/co

bim e j • bm coordinates of the basis vector bm

Coordinates of dual bases : The coordinates of the vectors bm of a covariant
basis and of the vectors b'" of a contravariant basis are generally not the same.
The indices of the coordinates of a covariant basis are written as subscripts, the
indices of the coordinates of a contravariant basis are written as superscripts.

bm b1me1+ .., + bnm en

b'" b1m e1+ ... + bnm en

bim coordinates of the covariant basis vector bm
bim coordinates of the contravar iant basis vector b'"

Basis matrices : The coordinates of the basis vectors are arranged in a column
vector according to Section 3.5. The basis vectors are arranged columnwise in a
basis matrix. The canonical basis is designated by E, the covariant basis by B* and
the contravariant basis by B*. The usual rule for the indices of the coefficients of
the basis matrices applies: row index before column index.

1 0 0

0 ... 1 ... 0

0 0 1
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B* = b 1 ... bm ... b"

b l1 b 1m b 1n

b i1 ... b im
... b in

bn1 bnml bnn

b 11 b 1m b 1n

b i1 ... b im ... b in

bn1 bnm bnn

Kronecker symbols : The orthonormality of a basis B* or B* and the duality of
the bases B* and B* are conveniently expressed using the Kronecke r symbo ls
0im' oim and o~ . Each of these symbols has the value 1 for i = m and the value 0
otherwise . The identity matrix is designa ted by I .

orthonormal bi · bm oim = (B*)T B* I B*(B*)T

orthonormal bi . bm °im = (B*)T B* I B*(B*)T

dual b i• b'" om = (B*)TB* I B*(B*)T
I

dual b i • bm Oi = (B*)T B* I B*(B*)Tm

=m = °im
Oim Oim

~ m = °im
Oim Oi 0m

Note : The symbolic conditions for orthonormal and dual bases using Kronecker
symbols are similar. However, the propert ies of these bases are quite different.
The vectors of an orthonormal basis are pairwise orthogonal, and their magnitude
is 1. The vectors of one of two dual bases are generally neither pairwise orthogo­
nal, nor is their magnitude 1.
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Example 1 : Orthonormal basis

The basis B is orthonormal. Its vectors have magnitude 1 and are pairwise ortho­
gonal : BTB = I.

0.5185 0.6470 0.5591

-0.2074 -0.5392 0.8163

0.8296 -0.5392 -0.1454

0.5185 -0.2074 0.8296 1.0000 0.0000 0.0000

0.6470 -0.5392 -0.5392 0.0000 1.0000 0.0000

0.5591 0.8163 -0.1454 0.0000 0.0000 1.0000

B

I

Example 2 : Dual bases

The bases B* and B* are dual. Basis vectors with different indices are orthogonal,
for example b 1 and b 2. The scalar product of vectors with the same index is 1, for
example b 1 • b 1 = 1. Hence (B*)T B* = I.

BI

1.2500 _---.2.5000 0.0000

0.0000 1.0000 1.0000

-0.2500 0.5000 1.0000

1.0000 -1.0000 1.0000 1.0000 0.0000 0.0000

-0.5000 2.5000 -2.5000 0.0000 1.0000 0.0000

0.5000 -1.5000 2.5000 0.0000 0.0000 1.0000

B*

I
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9.2.3 COORDINATES

Coordinates of a vector : By the definit ion of a basis, an arbitrary vector u ~ 0
of the real vector space Rn and an arbitrary basis b 1, . . ..b'' of this space are lin­
early dependent. The vector equation is solved for u. The resulting linear com­
bination of the basis vectors is called the representation of the vector u in the basis
B*. The coefficients uj of the linear combination are called the coordinates of the
vector u in the basis B·.

aou + a1b 1 + ... + anb" = 0

u = u1b 1 + ... + unb''

with

with

Covariant and contravariant coordinates : A vector u E Rn may alternatively
be represented in the contravariant basis B* or in the covar iant basis B* . The
coordinates of the vector u in the contravariant basis B* are called the covariant
coordinates of u and are written with a subscript. The coordinates of the vector u
in the covariant basis B* are called the contravariant coordinates of u and are
written with a superscript.

u u1 b1+ +un bn

U U1 b 1 + + Un bn

ui covariant coordinates of the vector u

u' contravariant coordinates of the vector u

Representations of a vector : Vectors are designated by lowercase boldface
letters. This designat ion does not contain a reference to the basis in which the
coordinates of the vector are specified . However, the coordinates of a vector in dif­
ferent bases are different. The different representations of a vector are therefore
distinguished as follows by diacritic marks on the vector symbol :

u coordinates of the vector in the canonical basis E

u* contravariant coordinates of the vector in the basis B.
u, covariant coordinates of the vector in the basis B*

Matrix form of the coordinate relationships : The representation of a vector
u in a basis B may be written as a matrix product. The coordinates of the vector
in this basis are regarded as a vector. The relationships between the coordinates
of the vector in the different bases are derived from the properties of dual bases.
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un

u B* u" 1\ (B*)TB* = I ~ u" = (B*)T U

U B* u, 1\ (B*)TB* = I ~ u, = (B*)T u

Summation convention : Linear combinations of vectors b 1,.. •,b" with coeffi ­
cients u., ...,un often occur, as do linear combinations of vectors b1,. .. ,bn with
coefficients u1,...,u''. To simplify the notation for such linear combinations, a sum­
mation convention is introduced: If an expression contains the same index once
as a subscript and once as a superscript, a summation over this index is implied.

u

u

u1 b 1 + + Un b"

U1 b 1 + + u" bn

The range i = 1,...,n of the index i must be implicitly known. The convention is
suspended by enclosing the indices in parentheses. Thus the right-hand side of
the equation u = u(i~ b(i) contains only one term, namely the product of the vector
b i with the scalar u',

Scalar form of the coordinate relationships : In the canonical basis E the co­
variant and the contravariant coordinates of a vector u are equal. These coordi­
nates are marked by the symbol • (asterisk) and are alternatively designated by
Um or by U"'. The relationships between the coordinates of the vector u in the
canonical basis e 1 ,... ,en, in a covariant basis b 1,... ,b nand in a contravariant basis
b1,...,b" are conveniently written using the summation convention :

um = u·bmi u bm1 + ... + un bmn, 1.
uibmi u' bm1 Un bmnu m = + ... +
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Example 1 : Coordinates of a vector

Let the coordinates of the vectors u and w in the canonical basis E of the three­
dimensional euclidean space R3 be given. Their coordinates in the dual bases B*
and B* of Example 2 in Section 9.2.2 are calculated.

1.2500 0.0000 -0.2500

0.5000 1.0000 0.5000

0.0000 1.0000 1.0000

1.0000 -1 .0000 1.0000

-0.5000 2.5000 -2.5000

0.5000 -1 .5000 2.5000

3.0000

-6.0000

7.0000

3.0000

-6.0000

7.0000

2.0000

-1 .0000

1.0000

16.0000

-34.0000

28.0000

*w 1.2500 0.0000 -0.2500

0.5000 1.0000 0.5000

0.0000 1.0000 1.0000

1.0000 -1 .0000 1.0000

-0.5000 2.5000 -2.5000

0.5000 -1.5000 2.5000

0.5000

0.5000

-1.5000

0.5000

0.5000

-1.5000

1.0000

0.0000

-1 .0000

-1.5000

4.7500

-4.2500
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9.2.4 METRICS

Metric of a basis : Let b 1"'" bn be an arbitrary basis of the euclidean vector
space Rn. For arbitrary vectors u, W E Rn there is a scalar product u- w. Thus there
is also a scalar product b j • bk for any two basis vectors b i, bk.This scalar product
is called a metric coefficient of the basis and is designated by gik' The metric coeffi­
cients are arranged in a quadratic matrix. This matrix is called the metric of the
basis and is designated by G. The symmetry b i• bk = bk• b j of the scalar prod­
uct implies gik= gki' so that the metric G is symmetric.

bT
1

bT
I

bT
n

911 91k 91n

9i1 ... 9ik ... 9in

9n1 9 nk 9nn G

Dual metrics : Let the bases B* and B* of the euclidean vector space Rn be
dual. The metric of the covariant basis B* is called the covariant metric and is des­
ignated by G*. It contains the covariant metric coefficients gik' The metric of the
contravariant basis B* is called the contravariant metric and is designated by G*.
It contains the contravariant metric coefficients gik.

covariant metric gik = b i • bk

contravariant metric: gik = b' • bk

G* = (B*)TB*

G* = (B*)TB*

The metric and the transpose of the dual metric are inverse matrices :

(G*)TG* = (B*)TB* (B*)TB* = (B*)TB* = I

Mixed metric : Let the bases B* and B* of the euclidean vector space Rn be
dual. The scalar product of a basis vector bjE B* with a basis vector bkE B* is
called a mixed metric coefficient and is designated by g~ . According to the defini­
tion of the dual basis, the coefficient g~ coincides with the Kronecker symbol o~ .

mixed metric gk = b. • bk = bk • b. = o~
I I I I

I = (B*)TB* = (B*)TB*
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Dual basis vectors : The metric may be used to express the relationships be­
tween dual bases B* and B*. The relationship (B*)TB* = I is substituted into the
definition of the metric G* :

G* (B*)TB* = (B*)-l B* = B* = B*G*

bi gikbk

The analogous relationship between the bases B* and B* is obtained by substitut­
ing the relationship (B*)TB* = I into the definition of the metric G* :

G* (B*)TB* = (B*t1 B* = B* = B*G*

bi gikbk

Dual coordinates of a vector : The metric may be used to express the relation­
ships between the covariant form u, and the contravariant form u" of a vector
u E Rn. The matrix form of the relationships follows from the coordinate relation­
ships in Section 9.2.3 :

u

u /\

u, = (B*)T U = U* = G*u*

u*=(B*)T U = U*=G*u*

The relationships between the covariant coordinates ui and the contravariant
coordinates u' of the vector u are expressed in scalar form using the summation
convention :

Coordinate form of the scalar product : In a euclidean vector space, let the
dual bases B* and B*, the associated metrics G* and G* as well as the covariant
coordinates u. , wkand the contravariant coordinates u', wkof the vectors u and
w be given. Then the scalar product u 0 W may be expressed in various ways in
terms of the covariant and contravariant coordinates of the vectors and the
covariant and contravariant metric coefficients :

covariant UoW (u, bi)o(Wk bk) ui wk gik

contravariant : UOW (u' bi) o(wk bk) u' wk gik

mixed UoW (u, b i)o(wk bk) u.w'I

mixed UOW (u' b i)o(wk bk) u' w·I
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Example 1 : Dual coordinates

The metrics G* and G* are calculated for the dual bases in Example 2 of Section
9.2.2. The transformation between the dual coordinates u, and u" of the vector u
in Example 1 of Section 9.2.3 is shown.

1.0000 -1.0000 1.0000

-0.5000 2.5000 -2.5000

0.5000 -1 .5000 2.5000

1.0000 -0.5000 0.5000

-1.0000 2.5000 -1 .5000

1.0000 -2.5000 2.5000

3.0000 -5.5000 4.5000

-5.5000 12.7500 -10.2500

4.5000 -10.2500 8.7500

B*

B*T

1.2500 0.0000 -0.2500

0.5000 1.0000 0.5000

0.0000 1.0000 1.0000

1.2500 0.5000 0.0000

0.0000 1.0000 1.0000

-0.2500 0.5000 1.0000

1.6250 0.5000 -0.2500

0.5000 1.5000 1.5000

-0.2500 1.5000 2.0000

B*

G* u, = u"

1.6250 0.5000 -0.2500

0.5000 1.5000 1.5000

-0.2500 1.5000 2.0000

16.0000

-34.0000

28.0000

2.0000

-1 .0000

1.0000

u*

*u
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Example 2 : Calculation of the scalar product

The scalar product u- w of the vectors u and w in Example 1 of Section 9.2.3 is
calculated using the coordinates in the canonical basis, in the covariant basis B*
and in the contravariant basis B*. All of these calculations lead to the same result.

canonical basis : u- w 3.0 * 0.5 - 6.0 * 0.5 - 7.0 * 1.5 = -12.00

contravariant

covariant

mixed

u' wk g ik = 2.00 * ( 1.00 * 3.00 - 0.00 * 5.50 - 1.00 * 4.50)

- 1.00 * ( -1 .00 * 5.50 + 0.00 * 12.75 + 1.00 *10.25)

+ 1.00 * ( 1.00 * 4.50 - 0.00 * 10.25 - 1.00 * 8.75)

= -12.00

uj wk g ik = 16.00 * (-1.50 * 1.625 + 4.75 * 0.50 + 4.25 * 0.25)

- 34.00 * (-1 .50 * 0.50 + 4.75 * 1.50 - 4.25 * 1.50)

+ 28.00 * ( 1.50 * 0.25 + 4.75 * 1.50 - 4.25 * 2.00)

= -12.00

16.00 * 1.00 - 34.00 * 0.00 - 28.00 * 1.00 = -12.00

= - 2.00* 1.50 - 1.00*4.75 - 1.00 *4.25 = -12.00
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9.2.5 CONSTRUCTION OF BASES

Introduction : In a euclidean space IR n with a given basis B, one often seeks
an orthonormal basis or the basis dual to B. The construct ion of such bases is
treated in the following. Also, an orthonormal basis for the subspace of IR nspanned
by given vectors u 1,... ,u m is constructed and extended to an orthonormal basis
for the entire space.

Construction of an orthonormal basis : Let a basis B in a euclidean space IR n

be given. Then each basis vector of an arbitrary orthonormal basis of IR n may be
represented as a linear combination of the vectors b 1,... , bn of the basis B. There
is a special orthonormal basis X with basis vectors Xl" .. ' Xn which may be con­
structed from the basis B with little effort.

The orthonormal basis X is determined in n steps using an orthogonalization pro­
cedure. In the m-th step, an auxiliary vector wm and the basis vector Xm are con­
structed from the basis vector bm using the basis vectors x., ...,X m- 1 determined
previously, the scalar products Xi· bm and the magnitude Iwml. In the first step

w1 = b 1·

Wm = bm - (Xl· bm) X l - ... - (X m- l • bm)xm_1

Xm = wm/ lwm l

Proof : Construction of an orthonormal basis

The basis X is constructed by induction. The basis vector Xl can be determined
according to Xl = b , / Ib 1 1, since b, ;0" o. For step m the orthonormal basis vec­
tors x 1, ... ,X m- l are assumed to be known.

Xi· Xk = 6ik for i, k = 1,...,m - 1

In step m the auxiliary vector W m is constructed as a linear combination of the
vectors x1, .. . ,X m_ 1 and b m. The coefficients c~ are determined such that the
auxiliary vector wm is orthogonal to each of the vectors x l , . .. ' Xm - l .

- b 1 m-lW m - m + Cm X 1 + ... + Cm Xm- 1

Xi· W m = 0 => C~ = -Xi· bm

The basis vector Xi is a linear combination of the vectors b 1,... , b.. Hence wm is
a linear combination of the vectors b 1, . . . ,bm . By the definition of the basis B, the
auxiliary vector Wm cannot be the zero vector 0, since bm has the coefficient 1.
Hence the vector Wm may be divided by its magnitude IWm I ;0" o. This yields the
basis vector xm , which is orthogonal to x 1, ... ,X m - 1 . By virtue of the symmetry
Xi· Xm= Xm• Xi of the scalar product, each of the vectors Xl ' . . . 'Xm- 1 is also ortho­
gonal to xm . The orthonormal basis X is determined in n steps.

xm = wm/ lwm l

Xi • Xk = 6ik for i, k = 1,...,m



www.manaraa.com

Tensors 687

Construction of a dual basis : Let a covariant basis B* of the euclidean space
Rn with the vectors b 1, ... .b, be given. The basis B* dual to B* must satisfy the
condition b j ' bk = 6~ for i,k =1,...,n. For i =1,...,n, this condition leads to a
system of n linear equations. The variables of this system of equations are the
coordinates of the covariant basis vector b k . In the following proof the system of
equations is shown to have a unique solution . The n vectors of the basis B* are
obtained by solving the n systems of equations for k = 1,...,n.

bT
1

bT
k

bT
n

k= 1,...,n

o ...- 1

...- k

o -- n

Proof : Construction of a dual basis

An orthonormal basis X is constructed for the basis B* . According to the preceding
proof, the basis vector bn may be expressed as a linear combination of the basis
vectors x 1, ,, , , Xn - 1 and the vector wn :

b - 1 n-ln - Wn-CnX1-"·-Cn Xn- 1

for i = 1 ,...,n - 1

Each of the basis vectors b 1, ... ,bn _ 1 may be represented as a linear combination
of the orthogonal basis vectors Xl , ... , Xn- 1. Hence wn is orthogonal to each of the
basis vectors b 1,. .. ,bn - 1 :

a, Xl + ... + a j Xi

a1 (Wn' x.) + ... + adwn' Xi) = 0

With the choice b'' = Z Wn , the vector b" is orthogonal to b 1,... ,bn - 1. Substitut­
ing this choice into the condition b"- b n = 1 yields:

z(wn ' W n - c~ Wn ' Xl - ... - C~-l W n ' Xn - 1) = 1

The vectors b" -1 ,... , b 1 may be constructed analogously by cyclically permuting
the basis vectors b 1,. .. ,bn.
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The vectors b 1,....b" are linearly independent, since for any linear combination
ci b i = 0 scalar multiplication by b 1,. . ..b ., leads to c1 = ... = cn = O. The vectors
b 1, ...,b" are also unique, for if Y1,... ,yn is another dual basis , then y i is a linear
combination of the basis vectors b 1,... , b'', This implies y i = b' for i = 1,...,n :

yi = c~ b'" 1\ Vi. bk o~ =* c~ bm • bk O~

=* C~ O~ =* yi b'

SUbspace : Let the vectors u 1' . . . , um of the euclidean space Rn be given . These
vectors may be linearly dependent. The set of vectors Skwhich are linear combina­
tions of the vectors u., ...,um is called a subspace of Rn and is designated by S'',
For every pair of vectors in S'' there is a scalar product, since these vectors also
lie in the euclidean space Rn. The space Sn is therefore euclidean. S'' is called
the space spanned by the vectors u 1" " 'um ; it is designated by sparuu. , ..,um) .

Sn := sparuu. ; ..,u m) := {Sk I Sk = c~ u i II C~ E R}

Basisof a subspace : Let S" be the subspace spanned by the vectors u1,···,um
in the euclidean space Rn. Then there is a special orthonormal basis Y of S" with

the basis vectors Yl " "'Yr which may be constructed from the vectors u1" ",um
with little effort .

The orthonormal basis Y is determined in m steps using the orthogonalization pro­
cedure. In step k, an auxiliary vector w k is constructed from the vector Uk' using

the basis vectors Y1""'yp already determined and the scalar products Yi' Uk' If
wk = 0, the basis is not changed. Otherwise, the basis is augmented by the vector

yp+l = wk I Iwk l· In the first step w1= u 1·

wk = uk - (y 1 • uk)y1 - ' " - (yp • Uk)yp

Wk ;c 0 =* Yp +1 = wkl IWkl k=1, ...,m

Proof : Construction of an orthonormal basis of a subspace

Before step k, the basis vectors y 1, .. ., yp with P < k are determined. In step k, the
auxiliary vector wk is constructed as a linear combination of the vectors y 1,...,yp '
Uk' The coefficients c~ are determined such that the auxiliary vector wk is ortho­

gonal to each of the vectors Y1"'" YP'

Wk = Uk+C~Y1+ "'+C~Yp

Yi' Wk = 0 =* c~ = -Vi • Uk

Since the vectors U1'...,Ukmay be linearly dependent, the case Wk = 0 may occur.
If wk ;c 0, the basis vector YP+ 1= Wk I IWkI is determined. The basis y 1, ... , Yr is
determined in m steps . Each vector a E S'' may be expressed as a linear combina­
tion of these basis vectors :

a = a' u i = a' (z~ Yk) = vk Yk
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Extension of a basis : Let Y be an orthonormal basis of a subspace S" of the
euclidean space Rn. Then there is a special orthonormal basis X of the space Rn

which contains Y as a subset and may be constructed from the canonical basis E
of the space Rn with little effort.

Let the dimension of the basis Y be r. The basis vectors Y1,... ,Yr are copied from
the basis X, that is Xi = Yi for i = 1,...,r. The basis vectors Xr+1 ,... , Xn are deter­
mined in at most n steps using the orthogonalization procedure. In step m, an auxil­
iary vector wmis constructed from the vector em' using the basis vectors x1,... ,x p
already determined and the scalar products Xi • em' If wm= 0, the basis remains
unchanged . Otherwise, the basis is extended by the vector xp +1 = W m / IW m I.The
procedure ends with the basis vector x n after at most n steps .

wm = em - (Xl· em)x1 - ... - (x p • em)x p

wm ~ 0 = xP +1 = wm/ lwm l

Proof : Extension of an orthonormal basis

Before the first iteration, the r basis vectors x1"",x r which are copied from the
basis Y of the subspace S" are known. Before the m-th step, p basis vectors
Xl ,.. .,X p with P < m + r are known. In the m-th step, the auxiliary vector wm is con­
structed as a linear combination of the vectors Xl ,... ,X p and the vector em of the
canonical basis E. The coefficients c:" are determined such that wm is orthogonal
to each of the vectors x 1,... ,x p '

wm = em + c~ Xl + ... + c~ Xp

ei = - X·· em I m

The vector emmay be a linear combination of the vectors Xl ,... ,X p ' so that wm= 0
may hold. For W m~ 0, the basis vector xp + 1 = wm/ IwmIis determined. After step
m the space spanned by x 1,... ,X p +1 contains at least the basis vectors e1, ... ,e m ,

so that after step n the space spanned by X contains the basis E. Hence X is a
basis of Rn.
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Example 1 : Construction of an orthonormal basis

Let the covariantbasis B* of Example2 in Section 9.2.2 be given. Thus the basis
vectors b1• b2 • b3 are known. The basisvectors x1 • x2 • x3 are constructeditera­
tively. The basis X is orthonormal.

1.0000

-1.0000

1.0000

0.5774

x1 -0.5774

0.5774

x1 • b2 = - 3.1754

1.3333

0.6667

-0.6667

-0.5000

2.5000

-2.5000

0.8165

0.4082

-0.4082

0.5000

-1 .5000

2.5000

x1 • b3 = 2.5980

x2 • b3 = - 1.2246

0.0000

0.5000

0.5000

x1 • x1 = 1.0000
x2 • x2 = 1.0000

x3 • x3 = 1.0000

w3 = b3 - 2.5980 x1 + 1.2246 x2

Iw3 1= 0.7071

0.0000

0.7071

0.7071

x1 • x2 = 0.0000
x2 • x3 = 0.0000
x3 • x1 = 0.0000

Example 2 : Extensionof the basis of a subspace

Let the vectors u1• u2• u3 which span a subspace S4of the euclideanspace [R 4
be given: S4 = sparuu., u2• u3) . The basis V of S4containsonly two vectors Y1
and Y2' since u3 is a linear combination of u1 and u2 and hence also a linear
combination of Y1 and Y2'
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1.0000

-2.0000
U 1 ---

1.0000
---

-0.5000

W 1 = U 1

0.4000

-0.8000

0.4000

-0.2000

3.0000 -0.5000

0.6000 -2.3000
U 2 --- Ua

-1.0000 1.5000

1.4000 -1 .2000

W1 • W1 = 6.2500 I W1 1 = 2.5000

691

Y1 • U2 = 0.0400

2.9840

0.6320

-1.0160

1.4080

0.8502

0.1801

-0.2895

0.4012

Y1' Ua = 2.4800

Y2' ua = -1 .7550

Wa = ua - 2.4800 Y1 + 1.7550 Y2 = 0

The basis vectors Yl ' Y2 of the subspace are copied into the orthonormal basis
X for R4 withthedesignations x1 ' x2 . Thebasisvectors xaand x4 areconstructed
from the vectors e1 and e2 of the canonical basis.

e1 • x1 = 0.4000 w; e1 - 0.4000 x1 - 0.8502 x2

e1,x2 = 0.8502 I W ~ I = 0.3423

0.1172

I 0.1669
W 1 = I----j

0.0861

-0.2611

e2 • X 1 = - 0.8000

e2 • X2 = 0.1801
e2 • xa = 0.4876

0.0000

I 0.0898
W2 =

0.2495

0.1397

0.3424

0.4876

0.2515

-0.7628

Wk = e2 + 0.8000 x1 - 0.1801 x2 - 0.4876 xa
I W~ I = 0.2997

0.0000

0.2996

0.8325

0.4661
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9.2.6 TRANSFORMATION OF BASES

Introduction : The algebraic structure of a vector space is preserved under a
linear mapping to another vector space (see Section 3.6). A linear mapping of a
vector space is completely described by the mapping of a basis of the space, since
every vector of the space may be represented as a linear combination of the basis
vectors b 1, ...,b" and the mapping is homomorphic.

f(u) = f(u 1b
1+ ... +unb

n ) = u1f(b
1)+ ... +unf(b

n )

Affine mapping : A linear mapping between two complete euclidean vector
spaces is said to be affine if the two spaces have the same dimension . A linear
mapping between bases of such vector spaces is called an affine basis trans­
format ion. Affine transformations for covariant and contravariant bases as well as
the corresponding transformations of the covariant and contravariant coordinates
of vectors are treated in the following.

Transformation of a basis : Let B* be a covariant basis of the euclidean space
Rn with_the basis vectors b 1,.. . ,bn- The basis B* is lin~arly ~apped to a cov~riant

basis B* of Rn by representing each of the vectors b 1,. .. ,bn of the basis B* as
a linear combination of the basis vectors b, ,...,bn. To describe the inverse trans­
formation, each of the vectors b 1 '.:.:" bn ~f the basis B* is represented as a linear
combination of the basis vectors b 1,. .. , b n:

bk = a\ b1 + '" + a\ bn k = 1,...,n

-1 - -n -
bk = a . k b , + '" + a. k bn

The notation a ~ k and a: k for the transformation coefficients is compatible with the
summation convention and allows the coefficients to be arranged in the trans­
formation matrices A and A. The rule "row index before column index" applies as
usual. The placeholder. on the level of the subscripts allows the indices to be ar­
ranged in columns behind the core symbol a.

a1 a1 ... a1
.1 .2 .n

a2 a2 a2
.1 .2 .n

an an ... an
.1 .2 .n

b1 b2
... bn b1 b2

... bn

-1 -1 -1
a. 1 a. 2 ... a. n
- 2 - 2 - 2
a .1 a. 2 a. n

-n -n -n
a. 1 a.2 ... a. n

b1 b2
... bn b1 b2

... bn
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- -
B* = B* A implies_det B* = det B*· det A. Since the determinants of the basis
matrices B* and B* are non-zero, the determinant of the transformation matrix
A must also be non-zero. Hence A has an inverse A-1. Multiplying the equation

B* = 8* A by (B*) T from the left and substituting 8* = B* A yields A = A-1 :

I (B*)TB* = (B*)TB*A = (B*)T(B*A)A = AA

A A-1

Transformation rules for bases : The transformation rule for a covariant basis

B* of the euclidean space Rn is given by B* = B* A. The transformation rule for
the dual basis B* is accordingly given by 8* = B* C. The relationship between the
transformation matrices A and C follows from the definition of the dual bases :

I

C

(B*A)T(B*C) = ATC

AT

8 * = B*C = B*AT implies B* = 8*AT. Hence the following transformation rules
hold for dual bases :

B* B* A bm bk a~m bim bik a~m

8* B* AT b m bk -m i)im bik ama.k ok

B* B* A b m
- -k

bim
- -k

bk a om bik a om

B* 8* AT bm -k
am bim i) ik amb ok ok

I A A om m -k
I

a. k a,

Rotation of a covariant basis Let Band C be bases of the vector space Rn,

Let the covariant basis vectors be (b 1,... , b n) and (c, ,...,c n). The basis C* is said
to be a basis obtained by rotating the basis B* if the scalar product of every pair
of basis vectors in B* is equal to the scalar product of the corresponding pair of
basis vectors in C*. Thus the bases B* and C* lead to the same metric. The mag­
nitudes of the basis vectors in B* and C* are pairwise equal. The angles between
corresponding pairs of basis vectors in B* and C* are also equal.

i,m=1,." ,n

The general law for the transformation between the bases Band C is C* = B* A
with the transformation matrix A. The equality G* = B; B* = C;C* of the metrics
is due to special properties of A, Setting C* = Ro B* with the rotation matrix Ro
(which is premultiplied, in contrast to A, so that every basis vector in C* depends
only on the basis vector with the same index in B* !), one obtains the following
rotation conditions:
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cl C* = B; R6 a, B* = B; B* = R6 a, = I

r.srI oim = OSI
I . m.

Hence the rotation matrix Ro is orthonormal. The transformation matrix A is de­
rived from the rotation matrix Ro' In contrast to Ro' it is not orthonormal.

cim bik a~m = C*= B*A

C* B* A = Ro B*

bsi r .l b
s. 1m

Rotation of a contravariant basis : The rotation conditions for the contravari­
ant basis B* dual to B* are derived in analogy with the rotation conditions for B* .
The rotated basis is designated by C*, the rotation matrix by RO.

cim = r ' bkm
. k

r i r mo. = OSI
.S . I im

= C* = RO B*

The general transformation law for the covariant basis is C* = B*AT with the
transformation matrix A = A-1. The equation A A = I implies the equat ion
(RO )TRO = I for the rotation matrix of the dual basis .

cim bik am = C* = B* ATk.

C* B* AT = RO B* = A = (B*)T (RO)TB*

AA (B*)T (Ro)TRo B* 1= (C*)TC* = (RO)T Ro = I

Reflection of a basis : Let Band C be bases of a vector space Rn . Let the co­
variant basis vectors be (b.. ...,bn) and (c, ,...,cn) . The basis C* is called a reflec­
tion of the basis B* with respect to the basis vector bk if the scalar product of every
pair of basis vectors in B* is equal to the scalar product of the corresponding pair
of basis vectors in C* , except the scalar products which contain the vector bk ex­
actly once: The sign of these products is reversed.

C j ° c i b i ° b j i,m = 1,...,n

c j ° cm b i ° bm i,m ;: k

c j ° ck - b j ° bk ;: k

cko cm - bkobm m ;: k

In the metric of C*, the coefficients of the metric of B* in row k and in column k
are multiplied by -1. The diagonal element gkk of the metric remains unchanged.
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The diagonal sign matrix Vk with the diagonal element -1 in row k and the diagonal
elements 1 in all other rows is introduced to represent the reflect ion condition.

cl C. = VJ Br B* v;
1

-1

1

..- k

The general law for the transformation between the bases B* and C* is C* = B* A
with the transformation matrix A. The reflection condition is satisfied due to special
properties of A. Setting C* = Ro B* Vk' one shows as in the case of a rotation of
a basis that Ro is an orthonormal rotation matrix.

cl C* = VJ Br R~ Ro B* Vk = VJ Br B* v; = R~ Ro = I

The transformation matrix A is derived from the rotation matrix Ro and the sign
matrix Vk ' The transformation matrix for a reflection differs from the transformation
matrix for a rotation in that the sign of the k-th column is reversed.

C* = B*A = a, B* Vk = A = (B*)TRo B* Vk

Proper reflection of a basis : A reflection is called a proper reflection if the rota­
tion matrix Ro is the unit matrix I. A proper reflection reverses the direction of the
basis vector bk while leaving all other basis vectors unchanged.

Ro = I = ck = - b k /\ 1\ c. = b .
i >' k I I

A basis may be properly reflected at several basis vectors {bk ,... ,bk }. The rota-
, s

tion matrix of the combined reflection is the unit matrix I. The sign matrix Vs of the
combined reflect ion contains the diagonal coefficient -1 in rows k1 ,... ,k s '

C* = B* Vs = A = v;

Transformation of vector coordinates : Let the representation of a vector u of
the euclidean space Rn in the contravariant basis B* of Rn be u, with the coordi­
nates uj ' The basis B* is transformed into the basis S* of Rn with a matrix A, that
is S* = B*A T. Let the representation of the vector u in the transformed basis S*
be ii, with the coordinates uj ' The transformation rule for the vector coordinates
is obtained by substituting the identity AA = I into the equation u = B* u, :

u U. b' = B* u,
I

U B*(AA)T u, = (B*AT) (ATu*) S* u*
- 1)i with

-
ATu*u ui u* =
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k
a. i uk
- i k
a. k u
-k ­a. , Uk

a' Uk. k

B*u* B*u* u* * uiU A u

u S*u* B*u* u* ATu* ui

B*u* B*u* * A u* uiU U

Transformation rules for vector coordinates : The following transformation
rules hold for the coordinates of a vector u in the dual bases B* and B* and in the
transformed bases S* and S* of the euclidean space :

u B*u* S*u* u* ATu*

Transformation of the metric Let the metric of a covariant basis B* of the
euclidean space IR n be G*. The basis B* is transformed into the basis S* = B* A
using the matrix A. Let the metric of the basis B* be G* . Then the transformation
rule for the covariant metric follows from the definition of the metric:

G* (S*)TS* = (B*A)T(B*A) = AT(B*)TB*A

G* ATG* A

The transformation rule for a contravariant metric G* follows by substituting the
basis transformation S* = B* AT into the definition of the contravariant metric G* :

G* (S*)TS* = (B* AT)T (B* AT) = A(B*)TB*AT

G* A G* AT

The coordinate forms of the transformat ions of the metric are as follows :

gsl

gSI
a' ak g'lk. S . 1
-s -I ika. i a.k gl

Rotation of a vector : Let B* and B* be dual bases of the vector space IR n . The
basis B* is rotated to C* using the matrix Ro. Let the basis dual to C* be C*. Let
the coordinates of a vector u E R n be u, in the basis B* and ii, in the basis C*.

u B*u*

The coordinates of the vector u satisfy the general transformation rule ii * = AT U* .
Substituting A shows that ii, contains the coordinates of u in the basis C*.

ii, AT u, = B; R6 B* u, = (Ro B.) T u = Cr u

u = C*u*
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Proper reflection of a vector : Let C* be the proper reflection of a basis B* of
the space Rn with respect to the basis vector bk . Let the coordinates of a vector
UE Rn in the dual basis B* be U*. The covariant coordinates in the basis C* are
transformed using the general rule ii, = ATu, . Substituting A = Vk for the proper
reflection shows that ii, contains the coordinates of u in the basis C*. The vector
is reflected by reversing the sign of its k-th coordinate.

U* = ATu* 1\ A= Vk

u* = VT BT U C;u
k *

U = C* u*

Example 1 : Transformation of a basis

Let the covariant basis B* and the contravariant basis B* of Example 2 in Section
9.2.2 as well as the transformation matrix A and its inverse A= A -1 be given. The
transformed bases B* and B* are calculated. Their product is the identity matrix I.

1.0000 -0.5000 0.5000

- 1.0000 2.5000 -1 .5000

1.0000 -2.5000 2.5000

1.2500 0.5000 0.0000

0.0000 1.0000 1.0000

-0.2500 0.5000 1.0000

(BJS* = I

1.1500 -2.0500 2.5500

-1.5000 4.7000 -5.5000

1.2000 -3.4000 4.4000

0.8000 -0.5000 0.4000

-0.2000 1.2000 -0.6000

0.5000 -0.8000 1.0000

1.1500 -1.5000 1.2000

-2.0500 4.7000 -3.4000

2.5500 -5.5000 4.4000

1.6000 -0.2222 -0.9778

0.4000 1.3333 0.8667

-0.4000 0.8889 1.9111

2.2000 0.3889 -0.7889

0.0000 2.2222 2.7778

-0.6000 1.6111 2.5889

2.2000 0.3889 -0.7889

0.0000 2.2222 2.7778

-0.6000 1.6111 2.5889

1.0000 0.0000 0.0000

0.0000 1.0000 0.0000

0.0000 0.0000 1.0000
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Example 2 : Transformation of a vector

Let the vector w of Example 1 in Section 9.2.3 with the covariant representation
w* and the contravariant representation w* in the bases B* and B*of the preced­
ing example be given. The representations w* and w* of the vector w in the trans­
formed bases S* and S* are calculated. A check confirms that S* w* = w.

w* = ATw*

0.8000 -0.2000 0.5000

-0.5000 1.2000 -0.8000

0.4000 -0.6000 1.0000

w* = Aw*

1.6000 0.4000 -0.4000

-0.2222 1.3333 0.8889

-0.9778 0.8667 1.9111

S*w* w

2.2000 0.3889 -0.7889

0.0000 2.2222 2.7778

-0.6000 1.6111 2.5889

-1.5000

4.7500

-4.2500

-4.2750

9.8500

-7.7000

1.0000

0.0000

-1.0000

2.0000

-1 .1111

-2.8889

-4.2750

9.8500

-7.7000

0.5000

0.5000

-1.5000
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Example 3 : Rotation of a basis in the space R2

Let the dual bases B* and B* and the orthonormal matrix R be given. The dual
bases C* = RB* and C* = RB* are determined by rotating B with R.

_ 1 tffij1B* --
2 2 2

tffij- 1
C - 1

* - 2/2 6 3

*- 1 tfE-2B --
3 -1 4

* 1 R
C = 3/2B

1 B
R=/2 B

T * ffiBoC* C =
o 1

The transformation matrix D = (B *)T R B* in C* = B* D is not orthonormal. The
transformation law C* = B* D is satisfied.

~
2 - 5

D - 1
- 6/2 20 14

1RB
C*= 12/2B *~

DTD = .L 404 290

72 290 221

1R
2/2E1

The images of the basis vectors show the rotation through the angle rr/4 :

3

-1 o 2
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9.2.7 ORIENTATION AND VOLUME

Determinants of bases : The basis matrix B of a basis of a euclidean space Rn

is quadratic and has a determinant det B. Since the basis vectors are linearly inde­
pendent , this determinant is non-zero. It may be positive or negative .

general det B ~ 0

The absolute value of the determinant of an orthonormal basis B is 1, since the
determinant of a matrix product is equal to the product of the determinants of the
matrices and the determinant of a matrix is equal to the determinant of its trans­
pose. The determinant of the canonical basis E is 1.

orthonormal BTB = I = det B·det B = 1 = [det BI = 1

canonical det E = 1

> 0

= 1

> 0

det B*· det B* = 1

det G* = (det B*)2

det G* = (det B*)2

(det B*·det B*)2

The determinants of dual bases B* and B* are reciprocal values. The determinant
of the metric G of a basis B is always positive.

dual (B*)TB* I =
metric (B*)T B* G* =

(B*)T B* G* =
det G*·det G*

Orientation of bases : The transformation of a basis B with a transformation
matrix A is invertible . Hence the determinants of the transformation matrix A and
of its inverse A are non-zero.

B = BA r; B = BA = B = BAA

det A •det A = 1 = det A, det A ~ 0

The bases Band 8 are said to have the same orientation if the determinants of
the basis matrices have the same sign. With B = BA , the bases have the same
orientation if the determinant of the transformation matrix A is positive :

B = BA = det B = det B •det A

det A > 0 = det B· det B > 0

The relation "identically oriented" is an equivalence relation in the set of bases of
a space Rn which partitions this set into two classes. The one class contains bases
whose determinant is positive. The determinants of the bases in the other class
are negative. The space Rn is equipped with an orientation if one of the two clas­
ses is defined as positive (right-handed) , the other as negative (left-handed). The
class of bases with positive determinant is usually taken to be positively oriented
(right-handed). This orientation of the space is assumed in the following. Since
det B*· det B* = 1, dual bases have the same orientation.
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Volume of a basis : The volume of a body is defined in the geometry of the eu­
clidean space 1R 3. As a generalization of this concept, the volume of a basis B of
the euclidean space Rn is defined in vector algebra. The determinant of the basis
matrix B is called the volume of the basis and is designated by b. The sign of the
volume corresponds to the orientation of the basis. Since bases with positive de­
terminants are taken to be positively oriented, b = det B. The volumes of covariant
and contravariant bases are different and are distinguished using the symbol *.

b=detB b*=detB* b*=detB*

According to this definition, the volume of the canonical basis of the euclidean
space IR n is given by det E = 1. All orthonormal bases B have the volume 1 or -1,
since [det BI = 1. The volumes of dual bases are reciprocal values . For a trans­
format~n of an arbitrary basis B with the matrix A, the volume of the transformed
basis B is given by the product of the determinants of B and A :

dual (B*)TB*=I ==;. b*,b*=1

general B = BA ==;. det B = det B ' det A ==;. b = b det A

Example 1 : Reversal of the orientation of a basis

Exactly one basis vector em in the canonical basis E is replaced by the inverse
vector - em' The resulting basis is designated by E' ; its determinant is given by
detE' =-1.

The orientation of a general basis B is reversed by replacing exactly one basis
vector bm by the inverse vector - bm. The resulting basis is designated by B'.

B' = BE' ==;. det B' = det Bv detfi' = -detB
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9.3 TENSOR ALGEBRA

9.3.1 INTRODUCTION

Tensors may be defined in different vector spaces and with different metrics. This
section treats only the algebra of tensors which are defined as linear scalar map­
pings of vector m-tuples in euclidean real vector spaces. A different basis of the
vector space may be freely chosen for every vector of the m-tuple. However, the
coordinates of all vectors of the m-tuple are often referred to the same basis or to
a pair of dual bases. This is assumed in the following unless explicitly stated other­
wise.

A tensor is described by its coordinates. Each coordinate is the image of an
m-tuple of basis vectors. The image of an arbitrary vector m-tuple is obtained by
expressing each vector of the m-tuple as a linear combination of the associated
basis vectors. Since the mapping is linear, the image of the vector m-tuple is a lin­
ear combination of the coordinates of the tensor. The tensor is represented using
covariant, contravariant or mixed coordinates, according to the basis chosen.

Tensor operations allow new tensors to be constructed from given tensors. There
are fixed rules for determining the coordinates of the new tensors from the coordi­
nates of the given tensors . For example, the sum, the product, the contraction and
the contracted product of tensors are also tensors. These tensor operations are
often used to express relationships between physical quantities.

The values of the coordinates of a tensor may satisfy special conditions. This leads
to special tensors: unit tensors, metric tensors , isotropic tensors as well as sym­
metric and antisymmetric tensors. The completely antisymmetric permutation ten­
sor of a vector space is used to express determinants and vector products (for
instance to determine area vectors). The coordinates of the permutation tensor de­
pend only on the determinant of the basis of the vector space. The product of the
covariant and the contravariant permutation tensor of a space is the unit tensor,
whose coordinates are basis-independent. Since contracted products of permuta­
tion tensors often occur in physical problems, rules for contracting the unit tensor
are derived.

Every tensor is a mapping of vector m-tuples. The coordinates of the tensor refer
to a certain basis. If the basis for a vector of the m-tuple is changed, the coord inates
of the tensor change. There are fixed rules for determining the coordinates of the
tensor in the new basis if the values of the coordinates in the old basis and the
transformation rules for the basis are given. Two cases of these rules are distin­
guished : transformations from a basis to its dual basis and transformations from
a basis to an arbitrary basis of the space.
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The number m of vectors in a tensor definition is called the rank of the tensor.
Tensors of rank 1 are often called vectors. Their coordinates are represented as
vectors. Tensors of rank 2 are called dyads. Their coordinates are represented as
matrices. The transformation rules for tensors of ranks 1 and 2 may alternatively
be represented either in coordinate notation or in matrix notation. Tensors of ranks
1 and 2 are combined to yield bilinear and quadratic forms, inner products and sca­
lar products.

The values of the coordinates of dyads may satisfy certain conditions. This leads
to special dyads: zero dyad, unit dyad, regular dyad, unitary dyad, symmetric and
antisymmetric dyads. The decomposition of general dyads into the sum of a sym­
metric and an antisymmetric dyad , the determination of eigenvalues and eigen­
vectors for symmetric dyads and the decomposition of regular dyads into the prod­
uct of a unitary and a symmetric dyad are treated .
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9.3.2 TENSORS

Introduction : A basis of the euclidean vector space Rn is not unique. However,
there are quantities in the space Rn whose value is uniquely determined and
therefore independent of the arbitrarily chosen basis. Such quantities are essential
for the understanding and mathematical description of physical phenomena. For
example , the following quantit ies are independent of the choice of basis :

(1) The magnitude of a vector.

(2) The angle between two vectors.

(3) The volume of a parallelepiped.

(4) The magnitude of the component of the stress vector in a fixed direction on
a surface with fixed surface normal.

The examples show that the quantities which are independent of the basis are de­
scribed by vectors which are fixed relative to the canonical basis :

(1) The vector whose magnitude is determined.

(2) The two vectors which enclose the angle.

(3) The n independent vectors which define the edges of the parallelepiped.

(4) The normal vector of the surface and the direction vector of the stress compo-
nent.

The examples also show that the value of the basis-independent quantity is a scalar.
Changes in the vectors which describe the quantity lead to changes in the scalar:

(1) The value of the magnitude of the vector.

(2) The value of the angle.

(3) The value of the volume.

(4) The value of the magnitude of the stress component.

The examples show that a quantity is independent of the choice of basis if it is spe­
cified by vectors whose image is a scalar. A transformation of the basis in which
the vector coordinates are specified does not affect the value of this scalar, since
the vectors are fixed relative to the canonical basis .

Vector mappings : A mapping is called a vector mapping (vector function) if the
domain of the mapping consists of m-tuples (u.; ...,u rn ) of vectors . The vector map­
ping is said to be scalar-valued (scalar) if the target consists of scalars (numbers).
The vector mapping is said to be vector-valued (vectorial) if the target consists of
vectors. The vector mapping is said to be real if the scalars and the coordinates
of the vectors are real numbers.

scalar

vectorial

t: Rnx oo . x Rn - R
t: Rnx 00 . x iR n _ RS

with t( u 1' oo .,urn) = w

with t(u 1,oo .,u rn) = W
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Linear scalar vector mapping : A scalar vector mapping is said to be linear if
it is structurally compatible (see Section 3.6). Thus if a vector u j in the m-tuple is
replaced by the vector sum a + b, the image of the m-tuple is equal to the sum of
the images of the m-tuples with the vectors a and b. If a vector u j of the m-tuple
is replaced by its s-told multiple SU j , then the image of the m-tuple is the s-told mul­
tiple of the image of the m-tuple with the vector u j •

t(U 1,···,a + b ,...,urn)

t(u 1,···,su j, ••• , urn)

t( U1,... ,a ,...,urn) + t(u 1,· · ·, b ,...,urn)

s t(u 1, .. . , u j , •• • , urn)

Tensor : Consider the m-fold cartesian product IR n x ... x IR n of n-dimensional
spaces IR " , The integers m,n ~ 0 are arbitrary. A linear scalar mapping t of the
m-tuples of vectors is called an n-dimensional tensor of rank m. The tensor is said
to be real if the vector mapping t is real.

t : IR nx ... x IR n
--+ IR with t(u 1, .. . ,u rn) = w

t(a+b,c) = t(a,c) + t(b,c)

t(pa,c) pt(a,c)

Example 1 : Tensors

(1) Every mapping t : IR --+ IR from scalars to scalars is a tensor of rank O.

(2) Let the vector f E IR n be fixed. The mapping t : IR n
--+ IR with t(u) =f· U

is linear due to the properties of the scalar product in Section 9.2.1. It defines
a tensor of rank 1 with target T :

T = {a E IR I a = f· U 11 U E IR n }

t(u+sw) = f·(u+sw) = t-u s- s t-w = t(u)+st(w)

(3) The mapping t : IR nx IR n --+ IR with t(u , w) = u· w is linear due to the proper ­
ties of the scalar product in Section 9.2.1 . It defines a tensor of rank 2 with
target T :

T={aE IR I a=u·w /\ u.w e R" }

t(a+sb,w) = (a+sb)·w = a-w-i sb-w = t(a,w)+st(b,w)

(4) Any n linearly independent vectors b 1,. .. ,bnform a basis Bofthespace IR n.
The volume of the basis is b = det B. The mapping t: IR nx ... x IR n

--+ IR with
t(b 1,.... bn) = det B is linear by virtue of the properties of determinants. It de­
fines a tensor of rank n with target T :

T = {a E IR I a = det B /\ b 1' .. . , b nE IR n }

t(U + SW. b2, ... ,bn) = ttu, b 2. .. . ,bn) + sttw, b2, ... , bn)
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Example 2 : Linearity of the volume tensor of rank 2

The vectors a1•a2 E R 2 define a surface. The linearity of the mapping t : R 2 x R 2

~ R with t(a 1.a2)=det[a1,a2 ] is shown for the components U1,W1 and U2 ,W2
of the vectors a. .a2 .

t(U 1 + w1,a2 ) t (u1,a2 ) + t(w1, a2 )

t (u1 + w1' u2 + w2) t(u 1, u2) + t(U 1,W2) + t(W1,U2) + t(W1,W2)

':t · a1 = ffi a2 = ~,,;,,; \
,,; \

,,; \ :ffi ",: ffi,,;,,; \2 \ u1
\
\
\

:ffi ~w1 w2 = 1
I • x l

- 1 2

t(a 1, a2 ) det [lQ : 5

[iW+ tffijt(U1 + w 1' a2 ) det det = 2 + 3 = 5
o 2 1 2

tffij + tffijt(U1 + WI' U2 + W2 ) det det +
o 1 o 1

tffij 8Ejdet + det = 1 + 1 + 1 + 2 = 5
1 1 1 1
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Tensor coordinates : Let a tensor T in the euclidean space Rn be defined by

the linear mapping t(u,v, .." w) of an m-tuple of vectors. Every vector of the m-tuple
(u, ...,w) may be represented as a linear combination of a basis b l,... ,bn of R n. By
the linearity of the mapping t, the image of the m-tuple (u,...,w) may be replaced
by a linear combination of images of m-tuples of basis vectors :

u = ui b' V = vj b i w = wk bk

t(u,v,...,w) t (u, b', v, ,w)

ui t (b i, v, ,w)

ui vi t (b i, bj, ...,w)
i j kuiVj ...wkt(b, b, ...,b)

An image t (bi, bi, ,bk) of basis vectors is called a coordinate of the tensor Tin
the basis B· = {b 1, ,b n}. This coordinate is designated by t i j..,k. Since each of

the m indices i,...,k can take the values 1,....n, the tensor has n'" coordinates. The
scalar value of the image t(u, ...,w) of an arbitrary m-tuple (u, ...,w) of vectors may
be determined if the coordinates ui ,... , wk of the vectors and the coordinates t i...k
of the tensor are known :

ti..,k := ttb', ...,b k )

t(u, ...,w) = ui ... wk ti...k

Types of tensor coordinates : Let a tensor T in the euclidean space Rn be de­
fined by the linear mapping t(u,...,w) of an m-tuple of vectors. Each vector v of the

m-tuple may be associated with a different basis. The covariant coordinates v 1,... ,

vn of the vector v in the contravariant basis b l,... .b'' are arranged in a vector v •.
Likewise, its contravariant coordinates v1,.. . ,v" in the covariant basis b 1" .. .b, are
arranged in a vector v". Thus the vector v is represented as follows:

v = vi b' = B· v; v = Vi b i = B. V·

The i-th vector of the m-tuple is associated with the i-th index column of the tensor
coordinates. The position (subscript or superscript) of the index in the column
corresponds to the position of the index of the basis vector. The index columns are
arranged by using the symbol. (point) in free subscript positions. For example, if
all vectors of a 4-tuple are described in the dual bases b 1,... .b, or b ', ....b", the
mapping t(u, v, w, z) may be described as follows :

u = Us bS1
1

V = VS2 bs2

t(bS1, bS2 , bS3 , bS4)

t(U, v, w, z)

w = W bS3s3

Z = Zs bS4
4

tS1 53 54
. s2 ' •

Us VS2 W s z, tS1 s3 s4
1 3 4 • s2' •

coordinates of the vectors of the m-tuple

coordinates of the tensor T
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The coordinates of a tensor are said to be covariant if all indices of the coordinates
are subscripts . In this case the tensor itself is often said to be covariant. The
coordinates of a tensor are said to be contravariant if all indices of the coordinates
are superscripts. Otherwise the coordinates of the tensor are said to be mixed.

t5 1" '5m

t5 1.. ·5 m

t 52
51' . .. 5 m

covariant coordinates of the tensor T

contravariant coordinates of the tensor T

mixed coordinates of the tensor T

Designations : Let a tensor T in a euclidean space R n be defined by the linear
mapping t(u,...,w) with u, ...,W E R n. The following designations are used for this
tensor:

T target of the mapping t for all tuples (u, ...,w)

T set of the coordinates of the tensor

T* set of the covariant coordinates t1...m of the tensor

T* set of the contravariant coordinates t1...m of the tensor

Representation of tensor coordinates : The coordinates of a tensor t(u) of
rank 1 are often represented as a vector t of dimension n. The representation t,
with the covariant coordinates and the representation t* with the contravariant
coordinates of the tensor must be distinguished.

The coordinates of a tensor T (u,w) of rank 2 are often represented as a quadratic
matrix T of dimension n. The representation T* with the covariant coordinates and
the representation T* with the contravariant coordinates of the tensor must be dis­
tinguished.

111 112
... 11n

121 t22 t2n

-,

I n1 tn2 ... Inn

t 11 t12 ... t 1n

t 21 122 t2n

tn 1 tn2 ... tnn
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Metric tensor : In a euclidean space Rn with the covariant basis b 1,. . . , bm and
the contravariant basis b 1,... •b'" , the linear mapping t(u ,w) = u- w with u,W E Rn

defines the metric tensor G. The coordinates of the metric tensor are the scalar
products of the basis vectors. The metric tensor has the covariant coordinates gim
and the contravariant coordinates gim.

i, rn e {1 ,n}

i.m E{1 n}

The mixed coordinates of the metric tensor have either the value 0 or the value 1.

gm = b. • b'" = b!"1
1I. 1

i. rn e {1....,n }

Symmetric tensors : A tensor T is said to be symmetric in the covariant indices
i and m or symmetric in the contravariant indices rand s if interchanging these
indices does not change the values of the coordinates of the tensor. In the following
formulas, the symbol _ stands for subscripts or superscripts with fixed values.

t ._ 1__ m _ t ._ m _ _ 1_

Antisymmetric tensors : A tensor T is said to be antisymmetric in the covariant
indices i and m or antisymmetric in the contravariant indices rand s if interchanging
these indiceschanges the sign of the coordinates of the tensor but not their magni­
tude.

t _i__ rn.;

t _ ~ __ ~ _

-t _m _ _ i .;

-t _~ _ _ ._
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9.3.3 TRANSFORMATION OF TENSOR COORDINATES

Coordinates with dual indices : The coordinates of a tensor T may alterna­
tively be specified as covariant, contravariant or mixed coordinates. If the i-th
vector of the m-tuple in the mapping t(u l' , Um) is represented using covariant
coordinates in the contravariant basis b 1, , b" , the tensor coordinates have the
form t _ _ ~ _ . If instead the i-th vector of the m-tuple is represented using con­
travariant coordinates in the covariant basis b 1, ... , bn, the tensor coordinates have
the form t _ _i_ ' The coordinates t _ _i .; and t _ _ !_ are called coordinates with
dual indices. The subscript i is called a covariant index, the superscript i is called
a contravariant index.

lkgl t(oo. , bk , ... }raising

Rules for dual indices : Since the choice of basis does not change the scalar
values of a tensor T, the coordinates of the tensor are transformed according to
definite rules if the basis for the i-th vector of the m-tuple is replaced by the dual
basis for the same vector. This transformation is referred to as lowering or raising
of indices.

The dual basis vectors obey the transformation rules bi = gikbk and b i = gikbk
with the coordinates gik and s" of the metric tensor G. The relationship between
the coordinates of the tensor T with dual indices i is derived using the linearity of
the mapping t(u 1,.oo ,um):

lowering: t( oo. , b i , ... ) = t( oo. , gikbk, 00 ' )

t __ r., = gikt _ _ ~_

t(oo. ,bi, ... } = t(oo. ,gikbk,oo.}

t gikt _ _k .;

general : t . k = g. gkst r
_ I • _ Ir _ • S _

Transformation rules for tensor coordinates: Let a tensor T in the euclidean
space Rn be defined by the linear mapping t(u 1, .. . , um}' The covariant basis vec­
tors ~1' ' 00 ' ~n for the i-th vector of the !!I-tuple are transformed into the basis vec­
tors b 1, 00" bn with the matrix A, that is B* = B* A. Let the coordinates of the tensor
be t _ _i., before the transformation and T__r., afterwards. The transformation
rule for the coordinates is derived from the transformation rule b i = bk a~ i for the
basis vectors using the linearity of the mapping t(u 1, ... , um)'

covariant t(.oo,bj , .. . ) = t(oo. ,a~ ibk '·") = a~it(oo. , bk, ... )

T__ i_ = a~it _ _L

The transformation rule for a contravariant index of the tensor coordinates follows
analogously from the transformation rule b i = bk ai. k :

'. -bi) _ - i k _ - j ( bk )contravariant . t(oo ., , ... - t( oo ., a. k b '00 ' ) - a. kt ..., ' 00 '
- i __ i k
L _ . _ - a .kL_ . _
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Since the mapping ttu.; ...,urn) is linear, the transformations for the various in­
dices of the tensor coordinates may be combined. For example , if the i-th and the
k-th vector of the m-tuple are described in dual bases which are transformed with
the matrices A and A= A-1, the result is :

general T . k = a' : ilk t S_1_ . _ .I.S _r_._

Tensor character of a quantity : Let the values of a quantity with m indices in
a euclidean space Rn be known for all combinations of index values in the range
1,...,n. Let each index be associated with a basis of Rn. These quantities with m
indices are the coordinates of a tensor if under a change of basis the rules for
raising and lowering indices and the transformation rules for tensor coordinates
are satisfied for arbitrary indices .

Proof : Tensor character of an indexed quantity

In the preceding sections the rules for raising and lowering indices and the trans­
formation rules are shown to be necessary properties of tensor coordinates. These
rules are also sufficient conditions if they imply the existence of a linear mapping
t(u 1, .. •, urn) which maps every m-tuple of vectors to a basis-independent scalar
and leads to the given coordinates.

Let a basis be stipulated for each of the m indices , so that the vectors of the m-tuple
may be represented in the form u = uj b' or u = Uk bk . The following sum is de­
fined for the indexed quantities and the coordinates of the vectors :

S ·- u Uk t i. - ' " i '" - . k_

By hypothesis, the transformation rules hold for the coordinates of the indexed
quantity and the vectors if the bases are transformed with the matrix A :

u =r
i

Ui a. r

S

T_ ~a .; = ., . ar. x a~s ... t _ \ _

The value of the sum is now calculated with the transformed coordinates and is
designated by S. Substituting the transformation formulas leads to S = S :

- -s t r...ur U .. . _. S _

k i - s -r y x
...ui u a. r a. k a. x a. s ... t _ . Y>

k <') i <') y t x...u i U x k '" _. y_
'''U j u k ... t_ \_ = S

Thus there is a linear mapping t(u 1, ... , urn) which leads to the given coordinates
and assigns every m-tuple (u 1' ... , urn) of vectors a scalar sum S whose value is
independent of the choice of the coordinate systems for the vectors u j • Hence the
indexed quantit ies t_ ~ k _ are the coordinates of a tensor.
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9.3.4 OPERATIONS ON TENSORS

Introduction : The question arises whether new tensors may be constructed by
operations on given tensors. This is the case if the operation leads to quantities
with tensor character (see Section 9.3.3). In the following the sum, the direct prod­
uct, the contraction and the contracted product of tensors are shown to lead to new
tensors. These operations are used in formulating physical problems.

Sums of tensors : Let the tensors X and Y in the euclidean space IR n be defined

by the linear mappings x(u 1, ... , urn) and y(u 1' ... , urn) ' The sum X + Y of these
tensors is a tensor Z which is def ined by a linear mapping z(u 1' ... , urn)' The value
of the mapping z(u 1' .. . , urn) is the sum of the values of the mappings x(...) and
y( ...) for the same values of the m-tuple.

z(u 1,···,urn) = x(u 1,···,urn) + y(u1""'urn)

The linearity of the mappings x(...) and y( ...) implies the linearity of the mapping
z( ...). Each coordinate of Z is equal to the sum of the coordinates of X and Y with
the same indices.

x( , u ,w, ) x( , u' b i , wk bk, ) =

y( , U, w, ) y( , u'bi , wk bk, ) =

z( , u, w, ) z( , u' b i , wk bk, ) =

z( ) = x( ) + y( ) =* Z_ i~_

i k...u wk ...x_ i . _

i k
...u wk ···y _i._

i k
.. .U wk"'Z_ i . _

X_i~ _ + v.,",

Products of tensors : Let the tensors X and Y in a euclidean space IR n be de­
fined by the linear mappings x(u 1' ... , u.) and y(w1, . . ., w s ) ' The product (tensor
product, direct product) of these tensors is a tensor Z which is defined by a linear
mapping z(u 1' ... , u.,w 1' ... , w s ) ' The value of the mapping z(...) is the product of
the values of the mappings x( ...) and y(...) for the same values of the vectors u i

or Wk'

z(u 1, ···,U r,w1,···,ws ) = x(U 1""'Ur ) y(w1,···,ws)

The linearity of the mapping z( ...) follows from the linearity of the mappings x(...)

and y(...). Since the mappings x, y and Z are determined for the same values of
the vectors u i or w k, the coordinates of Z are equal to the product of the coordi­

nates of X and Y with the same indices.

x( , u, )

y( ,w, )

z( , U, , w, ...) =

z( ) = x(...) y(...)

x( ,u'b. , ) u' X_i_

y( , wkb k, ) wk y - ~ -

( i k) i z. kz ...,ubi,·· ·,wkb , ... ...u ... Wk '" _1 _ . _

=* Z_i_ ~ _ = X_ i_ Y_ ~ _

The product of two tensors is generally not commutative:
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Contracted product of tensors of rank 1 : A linear mapping is desired which
assigns any two tensors X, Y of rank 1 a tensor Z of rank o. Let the coordinates
of X in a basis B* of the euclidean space Rn be Xi' and let the coordinates of Y
in the dual basis B* be yk. Then the most general form of a linear relationship be­
tween the coordinates of the tensors is z = t~ k xi yk with arbitrary coefficients
t ~ k E R. This form is now required to be independent of the choice of the basis pair
B*, B*. Let the coordinates of X, Y after a basis transformation using an arbitrary
transformation matrix A be Xi' yk, and let the coefficients of A, A- 1 be a~i ' a\.
The values of z before and after the basis transformation are equated:

ti X.yk t' x ar.ySak
. k 1 . k r.1 .5

tr x. a' yk as. 5 I . r . k

(a' t' as ) x, yk = t' k X. yk. r .5 • k I • 1

The following condition is obtained by comparing coefficients:

t' - a' t' as.k - .r v.s >. k

The matrix form of this condition is T = A T A- 1 . The condition is satisfied for arbi­
trary transformation matrices A if and only if T is a multiple of the unit matrix. Up
to a constant factor, the value t~ k = c~ is thus uniquely determined by the required
basis independence. The rule z = c~ xi yk = xk yk, though expressed in terms of
the basis-dependent coordinates of X and Y, defines a tensor Z which is indepen­
dent of the choice of bases. This tensor is called the contracted product of X and Y.

Z is the contracted product of X and Y := z = xi yi

Orthonormal tensors of rank 1 : A set M = {x, y, z, ...}of tensors of rank 1 is said
to be orthonormal if the contracted product of each of these tensors with itself has
the value 1 and the contracted product of an arbitrary pair of different tensors X,Z
has the value O.

x'x

x·z

x, xi
I

x. z'
1

1

o

bi • (fk bk ) = fi
b' .(gk bk) = gi

Example 1 : Contracted product of tensors of rank 1

Let the tensors x(u) and y(w) be defined by the scalar products u- f and w' 9
with fixed vectors f, g. The contracted product of the tensor X with the tensor Y is
the scalar product f •g, and hence a scalar:

x(u) = u-f with Xi = x(b i)
y(w) = w· 9 with yi = y(b' )

z = Xi y i = fi gi = f. 9

The scalar f • 9 does not depend on the choice of bases for the vectors u, wand
f, g. Hence the contracted product Z of X and Y is a tensor.
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Contracted product of general tensors : A linear mapping is desired which
maps a tensor X of rank p and a tensor V of rank u to a tensor Z of rank (p + u - 2).
Let the coordinates of X in a basis B* of the euclidean space Rn be xi, ...i

p
, and let

the coordinates of V in the dual basis B* be yk,...ku • The product of the tensors is

to be contracted in an arbitrary index of X and an arbitrary index of V, for example
in ip and k1. Then the most general form of a linear relationship between the coordi­
nates of the tensors is

with arbitrary coeff icients t\ E R. In analogy with the contracted product of ten­
sors of rank 1, this form is now required to be independent of the choice of the basis
pair B*, B*. If the basis transformation is restricted to the indices ip and k1, the
following condition is obtained in analogy with the case of a contracted product of
tensors of rank 1 :

Comparison of coefficients again yields :

T = AT A- 1 = t~ s = 6~

This rule, though expressed in terms of the basis-dependent coordinates of X and
V, thus defines a tensor Z which is independent of the choice of bases . This tensor
is called the contracted product of X and V.

Example 2 : Contracted product of general tensors

The state of stress of a continuum at a point P in the space R3 is described by the
stress tensor S with the coordinates Sik' The orientation of a surface at the point P
is described by the surface normal n with the coordinates n", The stress vector t
on the surface is the contracted product of the tensors Sand n :

i, k = 1,...,3
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The contracted product of these tensors may also be represented in matrix form :

t = Sn

5 11 5 12 5 13

521 522 523

531 532 533

Contraction of a tensor : Let a tensor X be defined by the linear mapping
x(u 1, ... , urn)' The tensor may be contracted in two arbitrary indices, say i and k.
The contraction Z is a linear mapping z(u 1' ... , Ui- 1' ui+ l' .. . , Uk- 1' u k+ l' .. . , Urn)'

It is convenient to contract the tensor X in a contravariant index and a covariant
index. Let the coordinates of X be xi, ,,.ir k, ,,.ks" If for.in~tance the tensor X is con­
tracted in the indices ir and k1, the coordinates ZI1 ·,, 1, -, k

2
" . k

s
of the contraction

Z are determined in analogy with the contracted product of tensors by summing
the coordinates of X over the indices ir and k1 :

Outer product of tensors : In some of the literature the term "outer product" re­
fers to the general product of tensors, while elsewhere it is used only for the cross
product of tensors of rank 1. To prevent ambiguities, the term is not used here.

Inner product of tensors : A product contracted in the last index of the coordi­
nates of a tensor U and the first index of the coordinates of a tensor W is called
the inner product of the tensors U and W. The inner product of tensors is desig­
nated by the symbol • in analogy with the scalar product of vectors. For example:

A=U·W $>

Rules of calculation for tensor operations : Tensor operations are applied to
the coordinates of the tensors. The rules of calculation for the tensor operations
defined in the preceding paragraphs are compiled in the following (i, j, k = 1,...,n) :

sum

product

contracted product :

contraction

Z . k_I. _

Z . k- I _._

Z i_ . __ k

Xi k j y.
• - •• Jr - s

X i j .
-·-.-I-k
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9.3.5 ANTISYMMETRIC TENSORS

Introduction : Antisymmetric tensors have special properties which are useful
in formulating physical problems. In particular, the completely antisymmetric per­
mutation tensor is used to represent physical quantities such as areas , volumes
and moments. The coordinates of the permutation tensor are derived in the follow­
ing. The tensor is used to define the parallelepipedal product, the vector product
and the cross product of tensors.

Completely antisymmetric tensor : A tensor T is said to be completely anti­
symmetric if it is antisymmetric in every pair of covar iant indices i, k and in every
pair of contravariant indices r, s :

Permutation tensor : The rank of a completely antisymmetric tensor in the eu­
clidean space Rn may be less than the dimension n of the space. The completely
antisymmetric tensor of rank n in the space Rn is called a permutation tensor. The
coordinates of the covariant permutation tensor for a covariant basis b 1, . .. , bn are
uniquely determined. They are designated by Ej r, : The coordinates of the con­
travariant permutation tensor for a contravariant basis b 1, . . . , b" are also uniquely
determined and are designated by Ei, ··.in.

E ( bl· ,··· , b l· ) 10 '1 '1, n , ... n

E ( b i1, .. . , b in ) Ei , ··.in

Coordinates of the permutation tensor : The coordinates Ej i of the permu­
tation tensor of rank n are to be determined. The definition of th~'antisymmetry of
the tensor implies that a coordinate of the tensor has the value 0 if at least two
indices of the coordinate are equal. This is proved by interchanging two identical
indices:

E· k k ' = - E· k k ' = 0I, .. .. ..In I,.. .. ..In

The choice of 10 : = 10 1...ndetermines all other coordinates of the permutation tensor,
since the definition of antisymmetry implies that two coordinates of the tensor have
the same value if their indices are mapped to each other by an even permutation
(see Section 7.7.5) and differ only in sign if their indices are mapped to each other
by an odd permutation. In the following, < ... > designates any permutation of the
numbers 1 to n.

sgn <i1, .. . , in> = 1 E· . = 10
11··.In

sgn <i1, ... , in> = -1 E· . =- 10
1,··.In
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Permutation tensor in the canonical basis : For the canonical basis E, the free
parameter f of the permutation tensor is set to 1. The coordinates of the permuta­

tion tensor in the canonical basis are designated by ei, ...i
n
'

f(e e) - e - ei, ...in = f(ei" ...,ein)i1'..., in - i,...in-
sgn <i1, 00" in> = 1 e· . = 1

1, ... ln
sgn <i1, 00" in> = -1 e· . = -1

1,.. . ln

The value of the free parameter of the permutation tensor in an arbitrary basis B*
follows directly from the choice f = 1 for the canonical basis. The transformation
rules for tensor coordinates and the linearity of the mapping f(. oo) imply:

f(b i ,oo.,bi) = f(bk i ek',oo.,bk i ekn)
1 n 1 1 n n

= bk i oo.bk i f(ek',oo.,ekn)
, 1 n n

If <i l' 00" in>is an even permutation, then the left-hand side of this equation is equal
to f and by the definition of determinants the right-hand side is equal to det B*.
If the permutation is odd, both sides of the equation acquire a minus sign. Thus
for every covariant basis:

f = det B*

Since the covariant and the contravariant canonical basis coincide, analogous
relationships hold for every contravariant basis B* :

s = det B*

Thus the permutation tensor of the space Rn has the following coordinates in the
dual bases B* and B*:

equal indices i, = is fi, ...in
0 fi, ...in 0

sgn <i1, 00 " in> f · . det B* fi, ...in det B*
1, .. .In

sgn <i1, 00" in> -1 f · . =-det B* fi, ...in =-det B*
1" .. ln

Representation of the determinant : The permutation tensor in the canonical
basis may be used to express the determinant of a matrix A in component notation
as follows:

det A =

ima ,aim

a1k1oo. ankn e = a a ek,,,.knk,...kn 1k,oo. nkn

coefficients of the matrix A of dimension n

ek,...k
n

= ek1..·kn coordinates of the permutation tensor in the canonical basis
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Example 1 : Calculation of a determinant

The determinant of a matrix A of dimension 3 is calculated using the permutation
tensor of the space R3.

A

det A

0.5 0.9 0.8

0.4 0.2 0.6

0.3 0.1 0.7

ikme a1i a2k a3m

e123 an a22 a
33

213e a12 a21 a33

0.5 * 0.2 *0.7

0.9 * 0.4 * 0.7

- 0.066

312+ e a13 a21 a32
+ e321 a13 a22 a31

+ 0.8 * 0.4 * 0.1

- 0.8 * 0.2 * 0.3

231+ e a12 a23 a31 +
132+ e an a23 a32

+ 0.9 * 0.6 * 0.3

- 0.5 * 0.6 * 0.1

Unit tensor : The tensor product of the covariant permutation tensor Ei, ...in
of the

space Rn with the contravariant permutation tensor Em,...mnof the same space is
called the unit tensor (b-tensor) of the space Rn. Its coordinates are designated
by d~r::7;,n . The unit tensor is independent of the choice of basis. Its coordinates
are determined from the coordinates of the permutation tensor in the canonical
basis . They can also be expressed as the determinant of a matrix of Kronecker
symbols b~ .

is. ms•s = 1....•n

det

6m , 6m n

" "

6!'" 6m n
In 'n

s. ~k, S. ~kn ev, ... VI k k
1 n 1'" n

Thus the unit tensor of the space Rn has the following coordinates d~: : :·i:n :

two equal covariant indices 0

two equal contravariant indices 0

sqn ei, • .. ., in > = sgn<m 1, ... • mn > 1

sqn e i. , ... •in > = -sgn<m 1•. .•• mn > -1
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Proof : Coordinates of the unit tensor

(1) Since the determinants of dual bases are reciprocal , the unit tensor is inde­
pendent of the choice of basis :

d~ , · ··mn = E. . Em,...mn = det S. det S· e· . em,...mn = e. . em,...m,1, ...ln 1, ... ln 1, ...'n 1,...ln

(2) In the following , equation (a) is shown to hold for the product of the coordi­
nates of the permutation tensor in the canonical basis:

(a)

If at leasttwo ofthe indices i1, •. . , in have the same value, for example i1 = i2 ,

then ei,...in = 0 on the left-hand side and O~' O~2 ;r 0 on the right-hand side
only for k1 = k2 , and hence ek,...k

n
= O. Equation (a) is therefore satisfied.

If all the indices i1, . . . , inare different and at least two of the indices rn., ...,mn
are equal I for example m1 = m21then em,...mn = 0 on the left-hand side. Also,
m1= m2 and ir ;r is implies that either O~' = 1 and O~2 = 0 or O~2 = 1 and
O~' =0, and hence O~ ' O~2 =0 on the right-hand side. Equation (a) is there­
fore satisfied.

If all indices i1, . .. , in are different and all indices rn.; ...,mn are different , the
left-hand side of equation (a) is non-zero :

A term on the right-hand side of (a) is non-zero if all Kronecker symbols have
the value 1I that is if mk = i1 I . .. ,mk = in . This implies:

t n

sgn <mk ' ..., mk >
t n

sgn <m1, ... , mn> • sgn <k1, .. . , kn>

sgn <m 1 1 " '1 mn> ek, ... k
n

If both sides of this equation are multiplied by sgn <m1, . .. , mn>, then using
sgn <m1, . .. , mn> • sgn -ern. , ..., mn> = 1 the right-hand side of (a) becomes:

Equation (a) is therefore satisfied; it leads to a representation of the coordi­
nates of the unit tensor as determinants:

det

11 m, li mn
I, I,

1I ~ 1 lI ~n
In In
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Example 2 : Unit tensor of the space R 3

The coordinates d~; ~: mGof the unit tensor of the space R 3 with is , rn, = 1, 2, 3
are alternatively determined as the product Ei, i2 i

3
Em , m2m 3 of permutation tensors

of R 3 or as the determinant of a matrix of Kronecker symbols &~s. The calculation
of the 36 non-zero coordinates using the determinant representation is shown in
the following.

d123
123

d123
312

d123
231

d123
213

d 123
321

d123
132

d312
312

d312
231

d312
123

d312
132

d312
213

d312
321

d231
231

d231
123

d231
312

d231
321

d231
132

d231
213

d213
213

d213
321

d213
132

d213
123

d213
312

d213
231

d321
321

d321
132

d321
213

d321
231

d321
123

d321
312

d132
132

d132
213

d132
321

d132
312

d132
231

d132
123

det

det

det

det

det

det

1 0 0

0 1 0
0 0 1

0 0 1

1 0 0

0 1 0

0 1 0
0 0 1

1 0 0

0 1 0
1 0 0
0 0 1

0 0 1

0 1 0
1 0 0

1 0 0
0 0 1

0 1 0

= -1

= -1

= -1

Contraction of the unit tensor : The unit tensor of the space Rn is a tensor of
rank 2n with n covariant indices and n contravariant indices in the range {1, 2, ...,n}.
The unit tensor of the space Rn is contracted by summing over a covariant and
a contravariant index according to the general rule . The result of the contraction
is a tensor of rank 2(n -1). The contraction may be continued for further pairs of
indices until the contracted tensor is a scalar. The coordinates of the unit tensor
of the space Rn contracted in r = n - s pairs of indices are determined using the

following formulas for ij' mj , tj E {1, ..., n} and kj E {1, ..., n - r} :

dr1"! 1 ' ''~S 11 1, = r I &~k, &mks e
I , ... Is 11 1, . 11 .. . Is k1... k,

Thus contraction in all n pairs of indices yields d :: : :::~ = n! .
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(a)

Proof : Coordinates of the contracted unit tensor of IR n

The coordinates of the unit tensor of the space IR n are represented in the form (a)
derived above. A coordinate is non-zero only if the indices i1, ..., in are pairwise dif­
ferent and the indices m., ..., rn, are pairwise different.

dm1'''":ln = ~~k1 ~~kn
11''' 'n '1 '" In ek1"'kn

ij' kj , mj E {1, ..., n}

The tensor is contracted by summing over r = n - s pairs of indices (is+1' ms+d,
..., (in, mn). The coordinates of the contracted tensor are given by :

Only the non-zero coordinates of the o-tensor are considered in the following,
since only they affect the value of the sum on the right-hand side of the equation.
For these coordinates the indices m1, ..., mn are pairwise different. The indices

ks+ 1, ..., kn of the e-tensor have the fixed values s + 1,...,n, since the value of the
Kronecker symbols ~~:",~j is 1 only for kS+ j = s + j. Thus the coordinates of the
e-tensor are non-zero only for indices k1, ... , ks which lie in the range {1,...,s} and

are pairwise different. The coordinates ek1"'kn and ek1...k, of the e-tensors are
transformed into e1...n and e1...s' respectively, by the same permutation of the in­
dices k1, ...,ks' since the indices ks+ 1,....k, already have the values s i t, ...,n.
Hence ek1"'knmay be replaced by ek1...k, in (b) if the indices k1, ..., ksare restricted
to the range {1,...,s} .

For fixed values of the indices m1, ..., ms each of the indices mS+ 1' , mncan take
one of r = n - s different values. Hence the group of indices ms+ l' , mnhas a total
of r! different valuations, so that the sum on the right-hand side of (b) consists of
r! equal terms:

dm1 ..·m, m5+1..·mn
11 ...15 m5+1..·mn

kj E {1 ,...,s}

I s;,m k s;,mkr. Ui ' .. . Ui 5 ek k
1 5 1· ·· s

The indices ms+ 1 , ... , mn are renamed to t., ..., t.. This yields the above formulas
for the coordinates of the contracted unit tensor.
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Example 3 : Contractions of the unit tensor of R3

The coordinates of the unit tensor of the space R3 were already determined in
Example 2. The coordinates of the contractions of this tensor may be determined
directly by summing the non-zero coordinates of the unit tensor :

d12m d23m d31m d21m d32m d13m
12m 23m 31m 21m 32m 13m

d12m d23m d31m d21m d32m d13m = -121m 32m 13m 12m 23m 31m

d1km d12m + d13m 1 + 1 21km 12m 13m

d2km d21m + d23m 1 + 1 22km 21m 23m

d3km d31m + d32m 1 + 1 23km 31m 32m

dikm d1km + d2km + d3km 2+2+2 = 6ikm 1km 2km 3km

The same results may be obtained using the formulas for the coordinates of the
contracted unit tensors :

det
6fll 1 6fll2

'1 11

6fll 1 6fll 2
12 12

3! = 6

Isotropic tensors : Let all indices of a tensor T be referred to the same basis.
Then the tensor is said to be isotropic (spherical) if a rotation of the basis does not
change the values of the coordinates of the tensor. The coordinates of an isotropic
tensor are thus the same in the original basis and in the rotated basis. If the coordi­
nates of the tensor T in an arbitrary covai2.ant basis B* of!he space Rn are ti1" .i

m
'

then its coordinates in the rotated basis B* = Ro B* are t i1...i
m

= ti1" .i
m

'

B* = B* A = Ro B*

i3* = B* AT = RO B*

with (Ro)T a, = I

A = A-1

a, , Ro rotation matrices

A transformation matrix with the coefficients a~m
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Isotropic tensors are constructed from the permutation tensor and the metric ten­
sor as follows:

1) The coordinates of the permutation tensor in the canonical basis E of the
space Rn are ei,... in = ei, ... in. The coordinates of the permutation tensor in
an arbitrary basis 8. are Ei , ...in= ei, ... indet 8 • . A rotation of the basis 8.
with the rotation matrix Ro leaves the coordinates of the permutation tensor
unchanged:

det 8. det (Ro 8.) = det Ro det 8. = det 8. since R6 Ro = I

E·· e· · det 8. = e· . det 8. = E· .
11 ···l n 11·· · ln 11 ·· · ln 11 ·· ·l n

2) S.in~e the covariant coordinates Ei, ...in and the contravariant coordinate~

EI
, ...

lnof the permutation tensor of the space Rn in the dual bases 8. and 8
are invariant under a rotation of the bases, the unit tensor of the space Rn

is also invariant under a rotation of the dual bases.

3) The metric G. of a basis 8. is invariant under rotations of this basis. This is
proved by substltutinq the transformation matrix A = (8·) TRo 8. into the
general transformation rule G. = A TG. A :

G. = 8T R6 8·G. (8·)TRo 8. = 8T R6 a, 8. = 8T 8.

G. = G.

4) The metric tensor scaled by a constant c is an isotropic tensor. Since the
product and the sum of tensors are also tensors, scaled products of the
metric tensor and sums of such terms are also isotropic tensors.

5) For isotropic tensors of rank 4, three products of the metric tensor which differ
in their indices may be formed. Hence a general isotropic tensor of rank 4 has
the following form :

For the completely symmetric, isotropic tensor of rank 4, the free parameters
c1,c2 and c3 are all equal:

timrs = C (g im grs + gir gms + gis gmr)

For the isotropic tensor of rank 4 symmetric in the indices i,m and in the
indices r,s, the free parameters c2 and c3 are equal:

timrs = c1 gim grs + c2 (g ir gms + gis gmr)
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For the isotropic tensor of rank 4 antisymmetric in the indices i,m and in the
indices r,s, c1 is zero, while the free parameters c2 and Cs differ only in sign:

timrs = C (gir gms - gis gmr)

6} Isotropic tensors of higher rank are constructed analogously.

Axial tensors : A tensor in the space Rn is said to be axial if the sign of its coordi­
nates depends on the orientation of the space (see Section 9.2.7) . The permuta­
tion tensor is axial : Changing the orientation of the space leads to a sign change
in the determinant det B of the basis, and hence changes the sign of the coordi­
nates .

Polar tensors : A tensor in the space Rn is said to be polar if the sign of its coordi­
nates is independent of the orientation of the space (see Section 9.2.7). The unit
tensor is polar: Changing the orientation of the space changes the sign of the coor­
dinates of the covariant and the contravariant permutation tensor, but not the sign
of their product.

Contracted product of the permutation tensor and the unit tensor : In order
to express the permutation tensor in terms of the unit tensor, a Kronecker symbol
is introduced for each index of the permutation tensor:

E Ok, ... Okn

k, ...kn m, rn,

det B. det

(\1 (\n
m, m,

(\1 (\n
mn mn

det B. d1 ... n
m,,,.mn
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Contracted product of permutation tensors and metric tensors: The (n-s)­
fold contraction of a product of covariant permutation tensors with contravariant
metric tensors is a tensor with the following coordinates:

dm, ...msms+l... m, g g
. . k m .. . k m
11" , Is mS +1' " mn 1 1 5 S

()I dm, ...msn - s . gk m ... gk m . .
, 1 s s I, ... Is

The completely contracted product of the permutation tensors and the metric ten­
sors coincides with the completely contracted product of the dual permutation ten­
sors:

Parallelepipedal product : Let n tensors a,...,z of rank 1 in the euclidean space
Rn be given . Let their coordinates be ai' ...,zmwith i, m E {1,...,n} in the covariant
basis B* and a', ...,z'" in the contravariant basis B*, so that their coordinates in
the canonical basis are a = B* a, = B* a" to z = B* z, = B* z". The contracted
product of the tensors a,...,z with the permutation tensor of Rn is called the parallel­
epipedal product of the tensors a,...,z. The parallelepipedal product is a scalar and
is designated by s.

i m
S = Ei...m a ...z

S = Ei.··m a· zr" m

ei...m a' z'" det B*

ei.··m aj zmdet B*

Vector product : Let n -1 tensors a,...,y of rank 1 in the euclidean space Rn be
given. Let their coordinates be a, ,...,Ykwith i, k E {1,...,n} in the covariant basis B*
and a',...,yk in the contravariant basis B*, so that their coordinates in the canonical
basis are a = B* a, = B* a" to y = B* y* = B* v'. The contracted product of
these tensors with the permutation tensor of Rn is called the vector product of the
tensors a ,...,y in the space Rn. The vector product is a tensor of rank 1. Let its
coordinates be zm in the basis B* and z'" in the basis B*, so that its coordinates
in the canonical basis are z = B* z, = B* z".

z =a x ... x y

i kzm = Ei...km a ...y

z'" = Ei.··km a. y
I '" k

i kei km a ...y det B*

ei km ai"'Yk det B*
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Orthogonality of the vector product : Let the coordinates of the n - 1 tensors
a,...,y of rank 1 in a basis B* of the euclidean space Rn be ai""'Yk' The vector
product z = a x ... x Y is orthogonal to each of the tensors a,...,y. In fact, the scalar
product of z with an arbitrary tensor u E {a ,..., y} is proportional to the determinant
of a matrix A with two identical columns u,, and is therefore zero :

* . k *u- z = umz'" = bel... m ai ... uj .. . Yk um = b det A = 0

Vector products of basis vectors: Let the vectors b 1, ... , bn and b 1, ...,b" form
dual bases of the euclidean space R". In the canonical basis E, let the coordinates
of b, be designated by bi, or bm, and the coordinates of bS by bis or bms. The
vector products of n -1 basis vectors are :

The vectors u and ware generally not the same. Their coordinates refer to the
canonical basis. The scalar product of u with each of the vectors b 1, ...,b n- 1 is
zero, since it is equal to the determinant of a matrix with two identical columns b S

•

Analogously, the scalar product of w with each of the vectors b 1,... ,bn - 1 is zero.

u • b S = e bi1 bis bin -1 bms 0i1 ··· is· ·· in _ 1 m s '. ' . •.

w. b, = ei1 ...i, ..·in- 1m, b. b. b. b 0
1
1

•• • I,'" In_
1

m,

The scalar product of the vector u with the basis vector bn is equal to the determi­
nant b* of the basis B". Analogously, the scalar product of wand b n is equal to the
determinant o, of the basis B* .

u • b" = ei i bi1 ... bin = det B* = b*
1'" n

W· bn = ei1 ·..in b. b. = det B* = e,
11 ". In

Thus the vector product of n - 1 basis vectors yields the scaled dual n-th basis
vector:

b" bn

Cross product : The vector product v of two vectors u, w E R 3 is designated by
u x wand is called a cross product.

v UXW

i k i kvm Eikm U W b, eikm u W

vm Eikm ui wk b* eikm uj wk
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The cross product v is orthogonal to the vectors u and w. Changing the order of
the vectors u and w in the cross product changes the sign of the coordinates of Y.

v-u = y·w = 0
i k _ i kEikm U W - - Ekim U W

u xw = -w xu

i k- Eikm W U

The cross product of two basis vectors yields the scaled dual third basis vector
(see vector products of basis vectors). The cross product of a basis vector with
itself is zero.

bi x bk = b, b'"

bi xbk=b*b
m

bi x b j = 0

bi x b' = 0

i, k, m E {1 ,2, 3}

Example 4 : Calculation of a parallelepipedal product

Let the dual bases B* and B* of the space R 3 as well as the coordinates of the
vectors U,Y,W in the canonical basis E and in the bases B* and B* be given.

B* =

1.00 -0.50 0.50

- 1.00 2.50 - 1.50

1.00 - 2.50 2.50

B* =

1.25 0.50 0

0 1.00 1.00

-0.25 0.50 1.00

-1.00 -1.00 - 1.50

U U* = (B*)T U = * = (B*)TU =1.00 0.50 U 1.00

1.00 0.50 2.00

2.00 4.00

~Y Y* = (B*)Ty = * = (B*)Ty =-1.00 -6.00 Y 0.50

1.00 5.00 0

1.00 - 3.00 [EW 2.00 w* = (B*)TW = 9.50 w* = (B*)Tw = 1 .~0

-2.00 -7.50

The parallelepipedal product of the vectors u, v, w is alternatively calculated with
the coordinates of these vectors in each of the bases E, B* and B*. The determi­
nants det B* = 2.00 and det B* = 0.50 are used. The value of the parallelepipedal
product is independent of the choice of the basis in which the coordinates of the
vectors are specified.
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basis B*

basis B*
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e ikm ui vk wm = e ikm Ui Vk Wm

e 123(_1.00 * 1.00 *2.00) + e 213(_1.00 * 2.00 * 2.00) +

e 231( 1.00 * 1.00 * 1.00) + e 321(-1.00 * 1.00 * 1.00) +

e 312( 1.00 * 2.00 * 2.00) + e 132(_1.00 * 1.00 * 2.00)

(-2.00 + 1.00 + 4.00) - (-4.00 -1.00 -2.00)

S 10.00

eikm u. V w det B*
I k m

= [e123(-1 .00 * 6.00 *7.50) + e 213(-o.50 *4.00 *7.50) +

e 231(-0.50 * 5.00 * 3.00) + e 321( 0.50 * 6.00 * 3.00) +

e 312 ( 0.50 * 4.00 * 9.50) + e 132(_1.00 * 5.00 * 9.50)] * 0.50

=[(-45.00-7.50+19.00) - (-15+9.00-47.50)] * 0.50

s 10.00

i k m d t Bs eikm U V W e *

= [e123(_1.50 * 0.50 * 0) + e 213( 1.00 * 2.25 * 0) +

e 231( 1.00 * 0 * 1.75) + e 321( 2.00 * 0.50 * 1.75) +

e 312( 2.00 * 2.25 * 1.50) + e 132(_1.50 * 0 * 1.50)] * 2.00

=[(0+0+6.75) - (0+1 .75+0)] * 2.00

s = 10.00

Example 5 : Calculation of a vector product

The vector product f of the vectors u and w of the preceding Example 4 is deter­
mined in the bases E, B* and B. of the space R 3.

canonical basis : 'k • mfi = eikm u w

f1 = e 123(-1 .00 * 2.00)

f2 = e 231( 1.00 * 1.00)

f3 = e 312(-1.00 * 2.00)

+ e 132( 1.00 * 2.00)

+ e 213( 1.00 * 2.00)

+ e 321( 1.00 * 1.00)

-4.00

-1 .00

-3.00

basis B* fi = eikm Uk wm det B*

f1 =[e123( 1.00 * 0

f2 = [e231( 2.00 * 1.75)

f3 = [e312(-1 .50 * 1.50)

+ e 132( 2.00 * 1.50)] * 2.00 = - 6.00

+ e 213(-1.50 * 0 )] * 2.00 = 7.00

+ e 321( 1.00 * 1.75)] * 2.00 = - 8.00
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f i = eikm uk Wm det B*

f1 = [e123(-0.50 *7.50) + e132( 0.50 * 9.50)] * 0.50 = -4.25

f2 = [e231(- 0.50 * 3.00) + e213( 1.00 *7.50)] * 0.50 = - 4.50

f3 = [e312(_ 1.00 * 9.50) + e321(- 0.50 * 3.00)] * 0.50 = - 4.00

The equality B* 1* = B* f * = f shows that the calculat ions in the three bases lead

to the same vector. This vector is orthogonal to u and w :

canonica l basis : f.ui = 4.00 * 1.00 1.00 * 1.00 3.00 * 1.00 0I

fi Wi = -4 .00 * 1.00 1.00 * 2.00 + 3.00 * 2.00 0

basis B* f. u' = 6.00 * 1.50 + 7.00 * 1.00 8.00 * 2.00 0I

f i wi = - 6.00 * 1.75 + 7.00 * 1.50 8.00 * 0 0

basis B* f i U. = 4.25 * 1.00 4.50 * 0.50 4.00 * 0.50 0I

fi W. = 4.25 * 3.00 4.50 * 9.50 + 4.00 * 7.50 0I
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9.3.6 TENSORS OF FIRST AND SECOND RANK

Introduction : Tensors of rank 1 (vectors) and tensors of rank 2 (dyads) are often
used in formulating physical problems. The coordinates of these tensors are ar­
ranged in vectors and matrices, respectively. In the following , the general prope r­
ties of tensors are specialized for vectors and dyads. Both coordinate notation and
matrix notation are used. Contracted products of dyads and vectors (bilinear and
quadratic forms , associated tensors , principal tensors) and contracted products
of dyads (inner product, scalar product) are especially important.

Vector : A tensor of rank 1 is often called a vector in the literature . The coordi­
nates of a tensor of rank 1 in the space Rn are arranged in a vector t of dimension n.
The coordinates may be specified in the covariant form tj or in the contravariant
form t' .

11 t1

t2 * t2

t* = t =

tn tn

Vectors have the following properties :

commutative : t + u

associative t + (u + w)

zero vector t + 0

inverse t + (-t)

distributive (a + c)t

a(t + u)

u + t

(t + u) + w

t

o
at + c t

at + au

Note : The definition of a tensor of rank 1 as a linear scalar vector mapping t(u)
contains a vector u as an argument. The definition of a tensor does not require the
vector u to be a tensor. In the mapping t : Rn --+ R, u is only required to be a vector
in the domain R''. By contrast, each coordinate t j of the tensor in a basis B* is the
image t(b j ) of a basis vector b j , and therefore an element of the target R. The
images of the n basis vectors b l ' ... , b n are arranged in a vector t . The vectors u
and t are similar in their schemat ic representat ion, but they have different mean­
ings.
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Transformation of the basis : The coordinates of a tensor of rank 1 may be
images of the vectors of a covariant basis B* or of the dual contravariant basis B*.
Transforming the bases '!* and B* into the bases S* and S* with a transformation
matrix A and its inverse A generally changes the coordinates of the tensor.

B* B*A

S* B* AT 1\ A = A- 1

A

a1 a1 ... a1
.1 .2 .n

a2 a2 a2
. 1 .2 .n

an an ... an
. 1 . 2 .n

Dual coordinates of a vector : Let the coordinates t* and t *of a tensor of rank 1
be referred to the dual bases B* and B*. Let the coordinates of the metric tensor
be gim in the basis B* and gim in the basis B*. Then according to Section 9.3.3 the
following relationships hold between the vector coordinates in the dual bases:

ti gi5 t5 = t, = G* t*

ti gi5 t5 = t* = G* t,

Transformation of vector coordinates : According to Section 9.3.3, the follow­
ing relationships hold between the coordinates t, and t * of a tensor of rank 1 in the
dual bases B* and B* and the coordinates t. and t"* of the same tensor in the
transformed bases S* = B* A and S* = B*AT :

t i a ~i t5 = t* = AT t.

Ii a ~ 5 t5 = t"* = A t*

Scalar products of vectors : The contracted product of two tensors t and w of
rank 1 is called the scalar product of the tensors and is designated by t • u. The
scalar product may be represented either using covariant and contravariant coor­
dinates or using coordinates of the same type together with the metric tensor.

t· w = t. wi = t' W. = gim t. w = g. t' Wm
I I I m im

Dyad : A tensor of rank 2 is called a dyad. The coordinates of a dyad in the space
Rn are arranged in a quadratic matrix T of dimension n. The coordinates may be
specified in the covariant form tim' the contravariant form timor the mixed forms
ti~ and t~ rn :
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t11 t12 t1n

'21 t22 t2n

tn1 'n2 tnn

t 1 t 2 t n
1. 1. 1.

t 1 t 2 t n
2. 2 . 2 .

t 1 t 2 t n
n. n . n.

9.3.6 Tensor Algebra : Tensors of First and Second Rank

t11 t12 t1n

t21 t22 t2n

tn1 ,n2 tnn

t1 ,1 t1.1 .2 .n

t2 t2 t2.1 .2 .n

tn tn tn.1 .2 .n

A dyad is a scalar linear mapping T: IR " x IR n -.. IR. The two factors of the cartesian
product I;: " x IR " are usually referred either to the same basis B* or to the same
basis B* or to a pair of dual bases B*, B*. In this case the coordinate tim=

T(bi, bm) is referred to the basis B*. However, the two factors of the cartesian
product may also be referred to different bases, for instance B* and C*. In this
case the two indices of the coordinate tim = T( b j, cm) refer to different bases.
Dyads have the following properties :

commutative

associative

identity element

inverse element

distributive

T+U

T + (U +W)

T+O
T + (-T)

(a + b)T

a(T + U)

U+T

(T +U) + W

T

o
aT + bT

aT + aU

Dual coordinates of a dyad : Let the coordinates of a dyad T be referred to the
dual bases B* and B". Let the coordinates of the metric tensor be gjmin the basis
B* and gimin the basis B*. Then according to Section 9.3.3 the following relation­
ships hold between the coordinates of the dyad in the dual bases. The symmetry
G* = G; and G* = (G *) T of the metric is not used in the formulas.

tim gir gms trs ~ T* G* T* ( G*) T

tim girgmStrs ~ T* G*T*(G*)T

t," = g. gms t ' ~ To G* TO(G*)Tr. Ir • s

t ' = gir g t s ~ TO G*To(G*)T.m rns r.

tim gjr t ~ m

tim gir t m
r.
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Transformation of dyad coordinates : According to Section 9.3.3 the following

relationships hold between the coordinates of a dyad in the dual bases B* and B*
and the coordinates of the same dyad in the transformed bases B* = B* A and
S*=B*AT:

t im a ' . as t = T* ATT* A
.1 .m rs

tim -i -m
trs T* A T* ATa. r a. s =

ti~
r -m t s = To AT To ATa . i a. s r.

- i -i s r TO A TO At .m a.ra.mt. s =
Products of tensors of rank 1 Let X and Y be tensors of rank 1 in the metric

space R", Their coordinates are specified in the vectors x and y. The tensor prod­
uct of tensors of rank 1 is a dyad T = xV. The tensor product is generally not com­
mutative, that is xy ~ yx. The coordinates of the tensors Xand Ymay be referred
to different bases of the space Rn. For example, the covariant coordinates of Y
may be referred to the basis B* and the covariant coordinates of Y to the basis

C* ~ B*.

covariant tim Xi Ym i, m=1,...,n

contravariant : tim xi ym

mixed t.m Xi ym t i - xi Ym
I. .m -

Inner products of dyads : The inner product of the dyads T and U is a dyad W
and is designated by T • U. According to the general definition of the inner product

of tensors, the last index of the coordinates of T is contracted with the first index
of the coordinates of U. This corresponds to the product of the matrices T and U.
The inner product of two dyads is not commutative.

W = T·U =:> wim tik U ~m t.k ukmI.

wim tik U m t i ukm
k. . k

wm tik ukm t.k U m
I . I. k.

Wi tik U ti Uk.m km . k . m

The inner product of dyads has the following properties:

associative (T· U) • R T· (U· R)

distributive T · (U + R) T·U+T·R

(T + U). R T·R+U ·R

scaled s(T. U) (sT). U = T· (sU)
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Scalar products of dyads : The completely contracted product of two dyads T
and U is called the scalar product of the dyads . If the first index of the coordinates
of the first dyad T is contracted with the first index of the coordinates of the second
dyad U and the second index of T with the second index of U, the scalar product
is designated by T : U. Otherwise the scalar product is designated by T •• U. The
two scalar products coincide if and only if one of the two dyads is symmetric.

s = T : U := S = t im U
im

S = T·· U := s = tim U
mi

The scalar product of dyads has the following properties:

commutative : T:U U:T

distributive T: (U + W) = T:U + T:W

scaled a (T : U) (aT) : U = T: (aU)

positive T :T>O for T~O

Bilinear and quadratic forms : The contracted product of a dyad T with two ten­
sors x and y of rank 1 is called a bilinear form. The bilinear form is a scalar c and
is designated by x-T •y.The order of the vectors in a bilinear form is generally rele­
vant, that is x -T •Y ~ Y•T •x. For a symmetric dyad , however, x •T •Y = y. T •x.

c = x.T.y t, xi v"1m

tm xi y
I. m

t im X. Y
1 m

t i X. v".m 1

If the tensors x and y of a bilinear form are equal, the form is called a quadratic form
(a quadric) and is designated by q = x •T •x.

q = t im x. x = t. xi x'" = tm Xi X = t i X. x'"
1 m im I. m .m 1

Associated tensors : The contracted product of a dyad T and a tensor x of rank
1 is called the tensor associated with T and x. If the right-hand index of the coordi­
nates of T is contracted, the resulting product is called the right associated tensor
and is designated by T· x. If the left-hand index of the coordinates of T is con­
tracted, the resulting product is called the left associated tensor and is designated
by x •T. The right and left associated tensors of T and x coincide if and only if the
dyad is symmetric.

y. To·x. Yi tm xmI •

• TO·x• yi t i xmy .m

z. x•• TO Zi til'! xm. 1

• •-r. z' t i xmZ X m.
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Principal tensors : Let a dyad T be real. If there is a real tensor u of rank 1 such
that the tensor associated with T and u is proportional to u, then u is called a princi­
pal tensor of T.The vector u of the coordinates of u is called an eigenvector of the
coordinate matrix T. The factor of proportionality p is called an eigenvalue of T. If
the dyad T is not symmetric, the left and right principal tensors of the dyad are
different. In the following (see Characteristic polynomial) the four forms of the ei­
genvalue problem are shown to lead to the same eigenvalues p.

To • u* pu, t.m u = pUi p6T umI . m
TO * * t ' u'" = pu' p6~ um

• u pu .m

w* • TO pw, tim W· PWm p6~ Wi. I

* • To * t.m Wi PWm p6T WiW pw
I .

The covariant and contravariant coordinates of the dyad T are obtained from the
mixed coordinates by multiplication with the metric G. MUltiplying the preceding
equations with the metric leads to the following equations for the principal tensors :

T* • u, pG*, u, tim Um pgim Um

T* ' u" pG*, u" tim u'" pgim u'"

W*' T* PW*,G* tim Wi pgim Wi

W* , T* pw*, G* tim Wi pgim Wi

Characteristic polynomial The equations for the eigenvalues and eigenvec­
tors of a coordinate matrix T are homogeneous systems of equations with the vari­
ables p, u and w. These systems of equations have non-trivial solutions if the de­
terminant of the coefficient matrix is zero.

(ti~ - p6T )um = 0

(t ~m- p6~)um = 0

= det (To- pi) = 0

= det (TO - pi) = 0

Since the determinant of the metric G is not zero, the conditions involving the
covariant and the contravariant coordinates of T lead to the same equations for the
eigenvalues p :

=

=
=

gik(t~m- p6~)um = 0

det G* det (TO- pi) = 0

gik(t m _ p6m)u = 0k. k m

detG*det(To-pl) = 0
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Due to the relationships between the mixed coordinates of a dyad, the two equa­
tions for the eigenvalues p coincide:

det(To- pI) det (G*ToGI - P G*GI)

det(G*)det(To- pl)det(GI)

det (To - pI)

The equations for the left and right principal tensors of T also lead to the same
eigenvalues. For example, for the mixed coordinates of T and u-w ~ 0 :

ti~ um = P ui ti~ wi = S Wm

t.m Wi U = P U· Wi = S Wm Um = P = S
I. m 1

For a real dyad T the left-hand side of the equation, det(T0- pI), is a polynomial
of degree n with real coefficients. This polynomial is called the characteristic poly­
nomial of the dyad T and is designated by C(p).

C(p) = det (To- pI) = (t1~ ' - P01k,) ... (t n ~n - po~n) ek,,,.k
n
= 0

Eigenvalues of a dyad : The solutions of the characteristic equation C(p) = 0 of
a dyad T are called the eigenvalues of the dyad T. According to the fundamental
theorem of algebra, every algebraic equation of degree n has exactly n roots (solu­
tions) in the set C of complex numbers, where k-fold roots are counted k times .
Thus there are eigenvalues of real dyads which are not real.

C(Pi) = 0 1\ Pi E C 1\ i = 1,...,n

Eigenvectors of a dyad: SUbstituting an eigenvalue Pi into the eigenvalue equa­
tion To· u, = Pu, or w* •To = Pw* yields a homogeneous linear system of equa­
tions with the solutions u, i or w* i . These solutions are called the i-th right and left
eigenvectors of the dyad T, respectively. The i-th left and right eigenvectors of a
dyad ar~ generally different. If the eigenvalue Pi is complex, the eigenvectors u, i
and W*I are also complex . A pair (p,u) consisting of an eigenvalue p and the corre­
sponding eigenvector u is called an eigenstate of the dyad.

i = 1,...,n
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Example 1 : Eigenvalues of a dyad in the space R2

The characteristic polynomial of a dyad T in the real space R2 is quadratic. The
sign of the discriminant (1 1)2 - 412 determines the character of the solution. For
(1 1)2 - 412 ~ 0 the eigenvalues are real, otherwise the eigenvalues are complex.

determinant : det
11 ~ - P 1 2

1.

1 1 12~ - P2.

= 0

equation p2 - 11 P + 12 = 0

11 = t 1 + t 21. 2.

1
2

= t 1 t 2 - t 2 t 1
1. 2. 1. 2.

eigenvalues P1 = (0.5 11 ) + j (0.5 11)2 12

P2 = (0.5 11 ) - j (0.5 11)2 - 12

Example 2 : Complex eigenstates of a dyad in the space R2

The real dyad T has the complex eigenstates (P1'U* 1) and (P1' U* 2)' The eigen­
vectors U* 1 and u, 2 are conjugate to each other.

determinant :

eigenstates

~
det~

P1 = 2+3i

E!l53iU*1=~

= 0

P2 = 2-3i

1-
4

+5

3

; IU*2 =

Example 3 : Eigenstates of a dyad in the space R 3

The characteristic polynomial of a dyad in the space R3 is cubic. The solutions of
the characteristic equation may be real or complex. The eigenstates of a symmet­
ric dyad S are determined in the following. All eigenvalues and eigenvectors of this
dyad are real.

determinant det

0.0791 - P -0.5789 -1.0226

-0.5789 0.9789 - P -1 .6736

-1.0226 -1 .6736 2.9421 - P

o
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equation
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4.0

1
2

(t 1 t 2 _ t 2 t 1) + (t 2 t 3 _ t 2 t 3) +
1. 2. 1. 2. 2. 3. 3. 2.

(t 3 t 1 _ t 3 t 1) -1.0
3. 1. 1. 3.

13 det S = - 4.0

eigenvalues a

b 2(11)3 - 9 1112 + 2713 56

b
arccos 2a 3 = 1.2259

1 (I + 2 <j> + 2:rt(i - 1) )"3 1 a cos 3

4.0 P2 = - 1.0 P3 = 1.0

The eigenvector u1 belonging to the eigenvalue P1 = 4.0 is determined using the
system of equations To u1 = P1 U 1· The last coordinate of the auxiliary vector w
is arbitrarily set to 1.0. The auxiliary vector w determined by solving the system of
equations is then normalized such that its magnitude is 1.0. The other eigenvec­
tors are calculated analogously.

-3.9209 -<l.5789 -1.0226

-<l.5789 -3.0211 -1 .6736

-1.0226 -1.6736 -1 .0579

To -4.0 I

-<l.1623

eigenvectors : -<l.4542

0.8760

0.7071

0.5657

0.4243

w o

0.6883

-<l.6883

-<l.2294
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9.3.7 PROPERTIES OF DYADS

Introduction : The values of the coordinates of a dyad may lead to special prop­
erties of the dyad. Unitary dyads, symmetric and antisymmetric dyads and the de­
composition of a regular dyad into the inner product of a unitary and a symmetric
dyad are especially important.

Zero dyad : The scalar vector mapping N : Rn x Rn ~ R with N(u,v) = 0 which
takes the value zero for arbitrary 2-tuples is called the zero dyad (zero tensor of
rank 2). All coordinates of the zero dyad are zero. Adding the zero dyad to an arbi­
trary dyad T leaves T unchanged.

Unit dyad: The scalar vector mapping I: Rn x Rn ~ R which takes the value6r (Kronecker symbol) for arbitrary 2-tuples of dual basis vectors b i , b'" is called
the unit dyad. The diagonal coefficients of the coordinate matrix I of the unit dyad
are 1, all other coefficients are o. Contracted multiplication of a vector w or a dyad
W with the unit dyad leaves wand W unchanged.

t i 6~ wk = ti = Wi

t im 6~ wkm = tim = wim

Unitary dyads : A dyad T is said to be right-unitary if for arbitrary tensors x and y
of rank 1 in the euclidean space Rn the scalar product x •y is equal to the scalar
product u •w of the right associated tensors u =T •x and w =T •y.

T is right-unitary = x •y = u- w with u = T· x, w = T· Y

A dyad T is said to be left-unitary if for arbitrary tensors x and y of rank 1 in the
euclidean space Rn the scalar product x- y is equal to the scalar product u- w
of the left associated tensors u = x •T and w = y •T.

T is left-unitary = x •y= u- w with u = x- T, w = y. T
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A right-unitary dyad is also left-unitary; it is therefore called a unitary dyad. A dyad
is unitary (orthonormal) if the product of the transpose of its coordinate matrix T*
with the matrix T* of its dual coordinates is the unit matrix I . The magnitudes of
the tensors x and u are equal. The magnitudes of the tensors y and ware also
equal. The angle 8 enclosed by the tensors x, y is equal to the angle enclosed by
the tensors u, w.

T is unitary = TI T* = I

[x] = lui /\ Iy l = [w ] /\ cos 8
x·y

Ix l ly l

u-w
lu ll w l

Proof : Properties of unitary dyads

The coordinates of the associated tensors u = T •x and w = T •yare ui = tik xkand
wi = timym: The property Xi yi = Ui wi of a right-unitary dyad leads to the following
properties of the coordinates of the right-unitary dyad:

t tim - s rnik - uk

The coordinates of the associated tensors u = x •T and w = y .Tare ui = tki xkand
Wi = tmiy rn' The property Xi yi = Ui wi of a left-unitary dyad leads to the following
properties of the coordinates of the left-unitary dyad :

t tmi - s rn
ki - uk

T* T*T = T* TI = I

The condition TI T* = I implies TI = (T*r1
, and thus also T* TI = T* (T*r1 = I ,

so that a right-unitary dyad is also a left-unitary dyad. The magnitudes of the asso­
ciated tensors are obtained as follows:

luI2 = u . u

Iw l2 = w·w

tik tim Xk Xm = Xk Xk = x -x = IxI2

tik tim yk Ym = yk Yk = y.y = lyl 2

Hence Ix I = Iu I and 1y 1= Iw I. Since by definition x . y = U • w, the angles enclosed
by x, y and by u, ware equal.

Regular, singular and inverse dyads : A dyad is said to be regular if the deter­
minant of its coefficient matrix is not zero. A dyad is said to be singular if the deter­
minant of its coefficient matrix is zero. The dyad U is called the inverse of the dyad
T if the coordinate matrix U is the inverse of the coordinate matrix T. Regular dyads
have an inverse, singular dyads do not have an inverse.
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T is regular

T is singular

inverse dyad

:=

:=

det T ~ 0

det T = 0

U = T-1

741

Definite and semidefinite dyads : The definiteness of a dyad T in the space IR n

is determined by the value of the quadric x.T.x for arbitrary vectors x ~ 0 of IR ",
The dyad is said to be definite if the value of the quadric is non-zero for all x ~ O.
The dyad is said to be positive (negative) definite if the value of the quadric is posi­
tive (negative) for all x ~ O. The dyad is said to be positive (negative) semidefinite
if the value of the quadric is positive (negative) or zero for all x.

T is definite := x.T •x ~ 0

T is positive definite := x·T·x > 0

T is negative definite := x·T·x < 0

T is positive semidefinite := x·T·x ~ 0

T is negative semidefinite := x·T·x ::5 0

Symmetric dyads : A dyad is said to be symmetric if its coordinates satisfy one
of the following equivalent conditions:

S.

=
= S· (S·) T

=
=

sm
I.

Dyads with mixed coordinates satisfying Si~ = S~i are symmetric. By contrast,
dyads with coordinates satisfying Si~ = smi. and s' m = s~\ are generally not sym­
metric .

gir s~m

gir s~m

gir smr
.

L g ir s~ r
r

Eigenstates of symmetric dyads : The n eigenvalues and the n eigenvectors
of a symmetric dyad S in the euclidean space IR n are real. The left and right eigen­
vectors of a symmetric dyad are pairwise equal. In fact , the symmetry condition

si~ = s~ i implies:

=

= = u.· SO=pu.
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Orthogonality of the eigenvectors : Let the eigenvalues p and r of the eigen­
states (p,u) and (r,w) of a symmetric dyad S be different. Then the eigenvectors
u and ware orthogonal, since the coordinates of the tensors in the dual bases B*
and B* satisfy the following equations:

s' u'" = pu'.m

s~m w i = rWm

s' u'" W. = (s' u'") W. = P u' W'I.m I .m I

s' u'" W. = (s' W.) u'" = r w u'" = r u' w·.m I .rn I m I

(p - nu'wi = 0 11 p;c r ~ u' wi = 0

If the eigenvalues p and r of the eigenstates (p,u) and (r,w) are equal, then every
linear combinationof the eigenvectorsu and w is an eigenvectorfor S. Thus ortho­
gonal eigenvectors u +cw and u - c w with c Iw I= Iu I may be chosen.

(u+cw).(u-cw) = u·u-c2w·w = 0

Scaling of the eigenvectors : If x is an eigenvectorfor a symmetricdyad S, then
the scaled eigenvector u = c x with c E R and c ;c0 is also an eigenvector of S.
Eigenvectors are often scaled such that the vector u has magnitude 1.

ui u' = 1 ~ C2X
i Xi = 1 ~ c = ± P

Eigenmatrix of a symmetric dyad : For every symmetric dyad S in the space
Rn there are n orthonormal eigenvectors. The coordinates of these eigenvectors
may alternativelybe specified in the canonical basis E or in the dual bases B* and
B*. The eigenvectors are accordingly designated as follows:

u 1,·· · , un

u', ..., u''

coordinates in the canonical basis E

covariant coordinates of the eigenvectors

contravariant coordinates of the eigenvectors

The eigenvectors are arranged in columns in the eigenmatrices U, U* and U* of
the dyad S. These eigenmatrices do not represent dyads.

U U* = u' u2
.. . u"
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The eigenmatrix U is orthonormal. Its inverse coincides with its transpose. Since
the left and right inverses of a quadratic matrix are equal, UU T = I also holds.

UTU I ==> U-1 UT

U-1 UU-1 I ==> UU T = I

The covariant and contravariant coordinates satisfy u = B*u* = B* u.. and hence
U = B*U* = B*U* . From (B*) TB* = (B*) TB* = I it follows that U* = (B*) TU and

U* = (B*) TU, and hence:

U*(U*)T = (B*)TUUT B* = (B*)T B* = I

U*(U*)T = (B*)TUUT B* = (B*)T B* = I

In summary, the eigenmatrix of a symmetric dyad satisfies the following equat ions:

UTU = (U*)TU* = (U*)TU* = I

U UT = U*(U*)T = U*(U*)T = I

Principal basis of symmetric dyads : The matrices of the mixed coordinates
Si~ and s' mof a symmetric dyad S are designated by So and So, respectively, the
diagonal matrix of the eigenvalues of S is designated by P = Po = P". Then the n
eigenstates of the dyad S may be combined into a system of equations :

==>

==>

SoU* = U* P

SoU* = U* P

P

P 1 0 01.

0 P 2 02.

0 0 p n
n.

pI 0 0. 1

0 p2 0. 2

0 0 pn
.r

Since the eigenmatrices are orthonormal, the matrices So and So may be decom­
posed into products of the matrices U*, U* and P by multiplying the equations from
the right by (U*)T and (U*)T, respectively :

So = U* p(U*)T

So = U*p(U*)T

If the equations are instead multiplied from the left by (U*)Tand (U*)T, respectively,
the diagonal matrix P is seen to equal the products (U*)TSoU* and (U*)TSoU*.
These products correspond to the transformation of the coordinates of the dyad
under a transformation of the dual bases into S* = B*U* and S* = B*U* :
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p = (U*)TSoU* = (U*)TsoU*

B* = B* U* = U

9.3.7 Tensor Algebra : Properties of Dyads

- -*
The transformed dual bases B* and B are therefore identical and orthonormal.
The vectors u l' ... , Un in the eigenmatrix U are called the principal basis of the sym­
metric dyad S. The matrix of the mixed coordinates of the dyad S in the basis U
is the diagonal matrix of the eigenvalues of S.

Quadric of a symmetric dyad : The properties of the quadric of a symmetric
dyad are conveniently studied in the principal basis. Since in the principal basis the
coordinates of a symmetric dyad form a diagonal matrix with the eigenvalues as
diagonal elements, the quadric has the following form:

x .S .x = p.. Xi x'
II

Pjj diagonal coordinates in P

x j coordinates of the tensor x

The eigenvalues Pjj of the dyad determine the definiteness of the dyad:

1\ Pjj > 0 = x·S·x > 0 positive definite
i

1\ Pjj < 0 = x ·S·x < 0 negative definitej

1\ Pjj ~ 0 = x·S·x ~ 0 positive semidefinitej

1\ Pjj :5 0 = x -s -x :5 0 negative semidefinitej

The determinant of the dyad S in the principal basis is equal to the product of the
diagonal elements of its coordinate matrix P. Hence the dyad is regular if its eigen­
values Pu are non-zero. The inverse dyad p-1 has the diagonal elements 1 / Pjj'
It is therefore also symmetric and regular.

det P

det p-1

P11 P22 00 . Pnn

1 /(P11 P22°o. Pnn)

A definite symmetric dyad is regular. The determinant of a pos itive definite dyad
is positive, the determinant of a negative definite dyad has the sign (-1 )n. A semi­

definite symmetric dyad is singular.

Antisymmetric dyads : A dyad A is said to be antisymmetric if its coordinates

satisfy one of the following equivalent conditions:
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Dyads whose mixed coordinates satisfy ai~. = -a~ .i are antisymmetric. By con­
trast, dyads with the properties a i~ = -am ~ and a' m = -a~i are generally not
antisymmetric.

a.m = - am. aim = s -gis am~ = -ami= s, a. mI. . 1

ai = -am. = aim = gis a~m - Igis a~ ~ -ami. m . 1
S

The diagonal elements of the covariant coordinate matrix A. and of the contravari­
ant coordinate matrix A· of an antisymmetric dyad are zero. By contrast, the
diagonal elements of the mixed coordinate matrices Ao and A0 of an antisymmet­
ric dyad are not zero. However, the sum of these diagonal elements is zero.

aij = -aii = aji = 0

a'' = _aii = aii = 0

a.m = _am = a.' = gir giSa' _g. gis a r
I . • 1 I • .S tr s.

= -bs a r - a s = 0r s . s.

Quadric of an antisymmetric dyad : The quadric of an antisymmetr ic dyad A
is zero for every tensor x of the space Rn.

aim x, x = ami x x, = _aim x. x
1 m mi l m

x·A·x = 0

aim X. x = 0
I m

Symmetric and antisymmetric components of a dyad: Every dyad D in the eu­
clidean space Rn is the sum of a symmetr ic dyad S and an antisymmetric dyad A.
Since the quadric of the antisymmetric dyad A is identically zero, the definiteness
of the dyad D is determined only by its symmetr ic componen t S.

Sim = 0.5 (dim+ dmi)

aim = 0.5 (dim- dmi)

x ·A·x = 0 = x-D vx = x·S·x

Associated tensors of an antisymmetric dyad : The associated tensors A •x
and x • A of an antisymmet ric dyad A differ only in sign. The tensor x is orthogonal
to the tensors A •x and x • A associated with A and x.

x • (A . x ) = (x - A). x = 0
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Scalar product of a symmetric and an antisymmetric dyad : The scalar prod­
uct of a symmetric dyad S and an antisymmetric dyad A in the euclidean space Rn

is identically zero.

sl'm aim = -s .ami = -s, aim = 0rru irn

Sm,' aim = -s. ami = -S .aim = 0im rru

S:A = S··A = 0

Polar decomposition of a dyad : Every regular dyad D in the euclidean space
Rn is the inner product of a unitary dyad C and a positive definite symmetric dyad S.
The following relationships hold for the coordinates of the dyads and the coordi ­
nates of an arbitrary tensor x ~ 0 of rank 1 :

D - C S· dm c'lk skm° -. I.

DO = C· S. d ' Cik S.rn km

cl C· = I Cik ckm = b~

x·S·x >O

Sim = smi

S. Xi x'" > 0
1m

For a given dyad D, the coordinates of the dyads C and S are uniquely determined.
They are calculated in the following steps :

1. Determine the dyad TO D~ DO.

2. Decompose the dyad TO U· PUr.

3. Determine the dyad S. U. po.s (U.) T.

4. Determine the dyad s;' = U· p-o .s (U·) T.

5. Determine the dyad C· = DO s;'.

Proof : Polar decomposition of a symmetric dyad

It is to be shown that the dyads Sand C exist for every regular dyad D, since other­
wise the specified calculat ional steps cannot be carried out.

1. The coordinates of the dyad T are t~ m = dk ~ d~m' The dyad T is symmetric,
that is t' = t i :.m m.

t i = 9 gis t'm. mr .S 9 giS d r dk
mr k..s

9 gks d' d i
kr . m s.

dkm dki

d' d i. m r.

2. The dyad T is positive definite since, with the tensor x ~ 0 and with the tensor
w = D· x ~ 0 associated with the regular dyad D, the quadric of T satisfies:

t' X. x'" = d i dk X. x'" = (d i x.)(dk xm) = W wk > 0.m I k..m I k. I·m k
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3. The positive eigenvalues of the symmetric positive definite dyad T are ar­
ranged in the diagonal matrix P. The covariant coordinates of the eigenvec­
tors are arranged in columns in the matrix U* , the contravariant coordinates
in the matrix U*.

ti = uir p r U.m r. mr

4. Since the eigenvalues of T are positive, it is possible to form the diagonal ma­
trix pO.s whose diagonal elements are the positive square roots of the diago­
nal elements of P. The dyad 5° = U* pO.s Ur is symmetric :

s' = Uik (p k)O.S U = Uik (p" )0.5 U = S i. m k. mk . k mk m.

5. The covariant coordinate matrix 5* and the contravariant coordinate matrix
5* of the dyad S are determined using the rules for dual indices:

5* = G* 5° = G* U* pO.s (U*) T = U* pO.s (U*) T

5* = G* 50 = G* U* pO.s (U*) T = U* pO.s (U*) T

6. The symmetric dyad T satisfies 5b 5° = TO = Db DO :

s i Sk U (p r )0.5 UirUks (p S )0.5 U
k. .m kr r . S • ms

Uir (p r p S) 0.5 U bS
r. s. ms r

Uir p r U = t'r. mr .m

7. The inverses of the matrices 50 and 5° are determined using the equations
(U*)TU* = I and (U*)TU* = I :

(50)-1 = (U* pO.s (U*) T)-1 U* p-o .s (U*) T

(50)-1 = (U* pO.s (U*) T)-1 U* p-o .s (U*) T

8. The covariant coordinate matrix 5;;;1 and the contravariant coordinate matrix
(5*)-1 of the dyad S-1 are determined using the rules for dual indices :

(5*)-1 = (G* 5°)-1 U* p-o.s (U*) T G* = U* p-o .s (U*) T

(5*)-1 = (G* 5 0)-1 U* p-o.s (U*) T G* = U* p-o.s (U*) T

9. The dyad C is defined by the equation DO = C* 5* . The equation Do = C* 5*
is derived from this definition .

d' cik S. m km

d.m g. gmt d' = g. gmt crk S = C. k S mI . Ir . t Ir kt I . k.

gkr g C. stm = br c. stm = C. s'"kt Ir t tr rr
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10. The dyad C with C* = D° 5;;1 and C* = Do (5*)-1 is unitary:

cl C* ((5*)-1) T 06 D° (5*)-1

((So)-1G*)T 56 S° (SO)-1G*

G* (So S~1)T (SO(SOt1)G*

cl C* I

It remains to be shown that the decomposition of the regular dyad 0 into the unitary
dyad C and the positive definite symmetric dyad S is unique. Let an arbitrary posi­
tive definite symmetric dyad S with the coordinate matrix So be given. Let the
eigenvalues Wi of So be pairwise different. They are arranged in increasing order
in the diagonal matrix W; the eigenvectors Zi are arranged in the same order in the
eigenmatrix Z*. Then the matrix So may be uniquely decomposed into the prod­
ucts Z* W (Z*) T= Z*W Zr .

The matrix So is suitable for a polar decomposition of the dyad 0 if the condition
To = 06 Do = 56 So = Z* WTW Zr is satisfied. Let the eigenvalues Pi of To be
pairwise different. They are arranged in increasing order in the diagonal matrix P;
the eigenvectors ui are arranged in the same order in the eigenmatrix U*. Then
the matrix To may be uniquely decomposed into the product U* P Ur. Since the
matrices So and To are real, symmetric and positive definite, they have complete
sets of real eigenstates with positive eigenvalues. Hence So is suitable for a polar
decomposition of the dyad 0 only if /Wi = Piand Z* = U*. If So has multiple eigen­
values , the same result is obtained by considering eigenspaces instead of eigen­
vectors for the multiple eigenvalues.

Trace of a dyad : The sum of the mixed diagonal coordinates of a dyad T is called
the trace of the dyad T and is designated bytrT. The trace is a scalar invariant ofT:
If the dual bases B*, B* of Rn are transformed into S* = B* A and S* = B*AT,

tr T remains invariant.

tr T = t. i = t i .
I . .1

-i a r . a i t 5 6r t 5 t 5t· =I. .1 .5 r. 5 r. 5.

t, i g. gi5 t r 65 t r = t 5
I. Ir .5 r .5 .5

Spherical dyad : Adyad K in the space Rn is called a spherical dyad if its n mixed
diagonal coordinates have the same value and its remaining mixed coordinates
are zero.

km = k i = k 6i
I. .m m
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Oeviatorial decomposition of a dyad : A dyad D is called a deviator if its trace
is zero. EverydyadT in Rn may be decomposed into a deviator D and a spherical
dyad K with the diagonalcoordinates *tr T :

tr T = t, i
I .

d." = t.m - 1 om tr T
I. I. n I

Proof : Deviatorial decomposition of a dyad

d. i = t. i - -n1 O!I tr T = tr T - tr T = 0
I . I.

Example 1 : Polar decomposition of a dyad

Let two dualbases B* and B*as well as the mixedcoordinatematrix Do of a dyad
D in the euclideanspace R2 be given. The polar decomposition of the dyad D is
to be determined. For this purposethe coordinatematrix D° of D and the coordi­
nate matrix TO = (Do)TOo of the dyad T are calculated.

1.0000 -1 .0000 1.0000 -1 .0000
B* = G* = (B*)T B* =

0 1.0000 -1.0000 2.0000

1.0000 0 2.0000 1.0000
B* = G* = (B*)T B* =

1.0000 1.0000 1.0000 1.0000

2.0000 -0.5000 4.5000 -4.5000
Do = D° = G*OoGJ =

0.5000 1.0000 2.0000 -1 .5000

10.0000 -9.7500
TO =

-0.2500 0.7500

The real symmetricdyad T has the real eigenvalues Pl and P2' One of the con­
travariantcoordinates of eachof the eigenvectors u~ and u; is arbitrarilygiventhe
value 1.0.These eigenvectors are transformed to the canonical basis and to the
covariant basis B*.

(10.00 - p) (0.75 - p) - 9.75* 0.25 = 0 = Pl = 0.4936

P2 = 10.2564
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* *
1.0256

*
1.0000

Tout = PjUj = U1 = U2 =
1.0000 -0.0263

0.0256 1.0263
*Uj = B*Uj = U - U2 =1 -

1.0000 -0.0263

0.0256 1.0263
U*j = G*ut = U*1 U*2 =

0.9744 -1.0526

The eigenvectors are scaledsuchthat their magnitudeis 1, andthey arearranged
in the coordinatematrices U* and U* . Then the matrices S* , S;;;1 , C* and C* are
calculated.

p = I--- - f--- - l

0.9997 -0.0256
U* = 1--- - 1--- - 1

0.9741 -1.0253

0.99970.0256
U* =

0.97401.0253o

10.2564o

0.4936

S* U* po.s (U*)T
3.2011 -3.2651

-3.2651 4.0333

1.7926 1.4512

1.4512 1.4228

1.5365 0.1280

1.4084 0.7682

0.7682 -1.4084

-0.1280 1.5365

The dyad U is unitary, since CY C* = I. Thus the givendyad 0 has been decom­
posedintotheproduct D° = C* S* of the unitarydyadC andthe symmetricpositive
definite dyad S.
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Example 2 : Deviator of a dyad

Let dual bases B* and B* and the contravariant coordinate matrix T* of a dyad T
in the euclidean space R2 be given. The deviator D of the dyad T is to be deter­
mined. For this purpose the mixed coordinate matrix To = G* T* and the trace of
T are calculated .

ffiE ' [ill T' ~ tffijB* = B =
o 1 1 1

ffi ~G*= To = trT = 3 + 9 = 12
-1 2 -2 9

The mixed coordinate matrix Do of the deviator D of T is Do = To - ~(tr T) I. The
coordinates di~ of Do in the bases B* and B* are referred to the canonical basis E
using the transformation 0= B* Do (B*) T :

~3 -4 8!E-4
Do = °=

-2 3 -4 -1
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9.3.8 TENSOR MAPPINGS

Introduction : A physical quantity, for instance the state of stress at a point in a
body, may take different values over time. Each of these states of stress corre­
sponds to a linear vector function Tk(u. , ..., um ) , and thus to a tensor in the sense
of the tensor definition. This tensor is completely determined by its coordinate tuple
in a basis system. The set of coordinate tuples for the different values of the physi­
cal quantity forms the coordinate set of the physical quantity.

The coordinate set for all values of a physical quantity is often called a tensor, al­
though by definition it is the function Tk(u l ' ... , Um) for each individual value which
is a tensor. This abbreviating diction is also used in the following . The coordinate
sets of one or several tensors may be mapped to the coordinate sets of other ten­
sors. Such mappings are used in particular to formulate physical problems. For
example, the strain tensor and the material tensor are mapped to the stress tensor.

The coordinates of a tensor Tk(u l ' . . . , Um) generally depend on the choice of a ba­
sis system . Accord ingly, the result of a tensor mapping generally depends on this
choice. However, there are tensor mappings whose value is independent of the
choice of basis. For example, the eigenvalues of a symmetric dyad are invariant
under transformations of the basis. Such invariants contain essential information
about physica l quant ities. It turns out that different invariants of a tensor are depen­
dent , so that a basis of invariants can be chosen. This allows the invariants of the
tensor to be expressed as functions of such a basis of invar iants.

Basis system : Every value of a tensor Tk in the space IR n is the scalar value
of a linear vector function Tk(U1, .. . , um ) for given vectors u.. ...,um E IR n. The
coordinates t~ ,. .im of the tensor are uniquely determined if each index is of the
coordinates is associated with a basis SS. The cartesian product Sl x ... x Sm is
called the basis system of the tensor coordinates.

ti,,..im = T (b': b im)k k' ... ,

Coordinate tuple : An n-dimensional tensor Tk of rank m is completely defined
by its n'" coordinates in a basis system Sl x ... x Sm. These n'" coordinates are
called the coordinate tuple of the tensor Tk for the basis system S 1 x ... x Sm. The
coord inate tuple is designated by Tk' If the coord inate tuple Tk for a basis system
is known, the function Tk (...) is uniquely determined. The value of the tensor Tk
for arbitrary vectors u., ...,u m is a linear combination of the coordinate tuple.

Tk = (t~ ...im = Tk(bi' , .... b '») I (b'i , ..., b im) E Sl x ... x B'"}

u· = c· b is
's Is

T ( U) - C C t i1,..im
k U i, ' ... , im - i1 ' " im k
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Coordinate set : The k-th state of a physical quantity corresponds to a tensor
Tk (... ) with the coordinate tuple Tk' The set of coordinate tuples of the physical
quantity for different states is called the coordinate set of the physical quantity and
is designated by T. Often T is called a tensor which represents the physical quan­
tity.

T = {Tk I k=1,2, ...}

Tensor mapping : A mapping is called a tensor mapping (tensor function) if its
domain is the cartesian product of the coordinate sets of tensors . The tensor map­
ping is said to be scalar-valued if the target is a set of scalars (numbers) . The ten­
sor mapping is said to be tensor-valued if the target is the cartesian product of the
coordinate sets of tensors. The tensors of a cartesian product may be of different
rank. The number of factors in the cartesian product may be different for the do­
main and the target.

f: A x.oo xC -.. T x oo. xW

f
A,oo.,C
T ,oo. ,W

name of the tensor function
coordinate sets of the tensors of the domain

coordinate sets of the tensors of the target

Transformation of the basis system : A fixed physical quantity, for example the
state of stress at a point in a body, may be described in different basis systems ,
for instance B1x 00. x B'" and S1 x.; x Sm. The vector function Tk (00') which defines
this tensor is n~ changed by the choice of basis system. However, the coordinate
tuples Tk and Tk of the tensor for the two basis systems are different, since the
function T k (00') is applied to different basis vectors .

Tk = {t~ ·..im = Tk(b il, 00" bim)

Tk = (f~ .. .im = Tk(b
i"

00" b
im)

Scalar invariants of a tensor : Let a scalar tensor function f : T -.. R with
f(Tk) = c be defined for a fixed physical quantity described by the tensor Tk (00 ')'
Thus the value of the scalar c depends on all coordinates of the set Tk' This is often
expressed as f(t~ · ··i m) = c. The domain of the mapping contains every coordinate
tuple which may be obtained by transforming the basis system of the tensor. If
transforming the basis system does not change the value c of the function, the
function value c is called a (scalar) invariant of the tensor Tk' Thus the scalar ten­
sor function has the same value c for every coordinate tuple Tk of its domain T.
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As a special case, let all indices of the coordinates til '" i
m

of a tensor Tk be referred
to the same basis B•. Th~corresponding basis system is B. x ... x B. (~fold).T~e
basis is transformed into B. = B. A; the corresponding basis system is B. x ... x B.
(m-fold) . Let the coefficients of the transformation matrix A be a~i . Then the tensor
function ~ : T --+ R is an invariant if its value is the same for the coordinate tuples
Tk and r, :

f(t · . ) = f(t· . ) = f(a s 1 aSm t )
11 ·.. lm 11 .. · lm • i

1
' " • i

m
Sl ." S m

Scalar invariants of several tensors : Let a scalar tensor function f : T x 00. x W
--+ R with f(Tj '00 " Wk) = c be defined for several fixed physical quantities described
by the tensors Tj (00')'00" Wk(00')' Each of the tensors has its own basis system. The
domain of the mapping f contains every ordered tuple (T j ' 00 ' ,Wk) which may be
obtained by transforming the basis systems of the tensors. The function value c
is called a (scalar) invariant if transforming the coordinate tuples does not change
the value c of the function .

f : T xoo .xW --+ R

Invariance of the eigenvalues of a symmetric dyad Let the coordinates ti~

of a symmetric dyad in the dual bases B. and B· of the space Rn be given. This
dyad has n real eigenvalues P1 ,.oo ,Pn with corresponding eigenvectors u 1,oo.,un.
An eigenstate (p,u) satisfies :

(ti~-P or)um = a

The bases are transformed into S. = B. A and S· = B· AT using the transform a-
-m - -.

tion matrix A. The coordinates ti. of the dyad for the dual bases B. and Band
the coordinates um of the eigenvector u are transformed according to the general
rules:

- 5 a' as t.mt r • . r .m I .

-5 a' as o~Or .r .m I

Us k
a. s uk

An eigenstate (p, ii) of the tensor T in the transformed basis satisfies:

(t r ~ - p"6 ~) Us = a
a' (t .m - -p o~) as ak u = a.r I. I·m.s k

a~j a~r (ti~ - p or) o~ uk a
(ti~ - p or) Um = a
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But (ti~ - Por) urn = (ti~ - POn urn = 0 implies p =p. Hence the eigenvalues
of the symmetric dyad To are invariant under transformations of the basis of the
coordinates of the dyad. If the eigenvalues are now ordered algebraically, for exam­
ple P1 -sP2 s; ... s; Pn' the following scalar invariants are obtained for the tensor T :

f1(To) = P1

Principal invariants of a symmetric dyad : Let the coordinates of a symmetric
dyad Toin dual bases B.ofthe space Rn be ti~with l, m = 1,...,n. The eigenvalue
problem for this dyad is shown in matrix form:

t 1 t 2 t n
I. 1. I.

t 1 t 2 t n
2. 2. 2.

t 1 t 2 t n
n, n. n.

• p

The condition det(T0 - pI) = 0 for non-trivial solutions u leads to the characteristic
equation of the dyad . Its coefficients are designated by 11, 12,...,I n :

(-p)n+Id-p)n-1+ ... +In_d-p)l + In = 0

For the real symmetric dyad To, the solutions P1 s; P2 s; ... s; Pn of the characteris­
tic equation (the eigenvalues) and the corresponding eigenvectors u., u2' ..., un
are real. In the principal basis, the coordinate matrix of the dyad T is a diagonal
matrix with the eigenvalues as diagonal elements. In this representation the coeffi­
cients of the characteristic equation take an especially simple form.

T=

PI

P2

Pn

(P1 - p) (P2 - p) (Pn - p) 0

11 P1 + P2+ + Pn

12 P1(P2 + Pa + ... + Pn) + P2(PS + P4+ ... + Pn) + ... + Pn-1 Pn
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t. i
I.

t, k t i
I. k .

t, k t m t i
I . k . m.

8ince the solutions P1 ,...,Pn of the characteristic equation are scalar invariants,
the coeff icients 11 ,...,In of the characteristic equation are also invariants of To .
They are called the principal invariants of the dyad and may be regarded as func­
tions of the eigenvalues.

Basic invariants of a dyad : Consider the r-fold contracted r-fold products of a
dyad T with itself . The resulting scalars are called the basic invariants of the dyad
and are designated by 8 0,81,82" " . Their invariance under a change of the coordi ­
nate basis is proved using the transformation formulas for the tensor coordinates.

8 0 = 0:

8 1 =

8 2 =

8 3 =

8 4 =

or OX t S t Z
Z sr. x .

Like the principal invariants, the basic invariants of a symmetric dyad may be ex­
pressed as functions of the eigenvalues using the representation of the dyad in the

principal basis :

8 0 = 1 + 1 + + 1

81 P1 + P2 + + Pn

S, P~ + P~ + ... + P~

The question arises whether the basic invariants for arbitrary values of the index
r are independent. This question is studied using the Cayley-Hamilton Theo rem.
The formulation of this theorem requires a definition of powers of a tensor.

Powers of a dyad: The tenso r mapping f : Rn ~ Rn with f(u) = v = T vu is

defined for a tensor u of rank 1. The composition of this mapping with itself is
fof : Rn~ Rn with fof (u) = f(v) = w. The coordinates of v and ware determined

as follows :

Vi ti~ Um

«. ti~ Vk = ti~ t k~ Um
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The contracted product ti~ t~~ of the dyad T with itself is called the square of the
dyad and is designated by T . The coordinates of T2are designated by t.m(2). The

I.
r-th power of the dyad T is defined by induction as the contracted product
T' =T. Tr - 1.

t m(2) t.k t m
i. I. k .

t m(r) tk t m(r-l)
i. I. k.

The square of a dyad can only conveniently be defined using the mixed coordinates
of the tensor. Otherwise products of the form tik tkmtms'" must be used, in which
covariant and contravariant coordinates alternate. The O-th power of the dyad T
is defined to be a tensor TO which leaves the coordinates of T unchanged upon
contracted multiplication. Its coordinates are given by the Kronecker symbol b~ :

t m(O) b~
i. I

t.m b~ t m
I. I k.

Like the coordinates of the dyad T itself , the coordinates of the r-th power of T may
be arranged in a matrix. The matrix for the r-th power of the dyad T is designated
by T~. Its coordinates are t.m(r) with i, m = 1,...,n.

I.

Tr ­0-

t l(r) t 2(r) t n(r)
1. 1. 1.

t l(r) t 2(r) t n(r)
2. 2. 2.

t l(r) t 2(r) t n(r)
n. n. n.

tm(r) = t.k1 t k2 . .. t k, t
k

m
I . I. k1• k' _1 . r.

Powers of symmetric dyads: A real symmetric dyad S in the space IR n has n
real eigenstates (p,u.), which form a principal basis whose directions are deter­
mined by the eigenmatrix U. (see Section 9.3.7) . The mixed coordinate matrix So
is decomposed using the diagonal matrix P of the eigenvalues:

• TSo=U.P(U)

Let the eigenvectors be normalized to the magnitude 1. Then the diagonal matrix P
is replaced by p2 in the decomposition of the square S~, while the eigenmatrix
stays the same. Hence the eigenstates of S~ are (p2,U.). The eigenbases of So
and S~ coincide, and the ratio of corresponding eigenvalues is p : p2.

S~ = U. P (U·)TU. p(U·)T = U. p2(U·)T
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It follows analogously that 5~ has the real eigenstates (p',u.), MUltiplying the n-th
power of So with the corresponding coefficient cn- r of the characteristic equation
(_p)n + c1(_p)n-1 + ... + cn = 0 of So yields:

(-50 )n + c1 (_50 )n- 1+ '" + cnI = U* {(_p)n + c1(_p)n-1 + ... + cnI) (U*) T

The curly brackets {...} contain a diagonal matrix. Every diagonal coefficient of this
matrix is zero, since the corresponding coefficient of p satisfies the characteristic
equation (_p)n + c1(_p)n-1 + ... + cn = O. Hence the symmetric dyad So satisfies
its own characteristic equation . This is a special case of the Cayley-Hamilton
Theorem.

(-50 )n + c1 (_5 0 )n- 1+ ... + cnI = 0

Powers of a tensor : The powers of a dyad are a special case of the powers of
a tensor. The m-fold contracted product of a tensor with itself is called the square
of the tensor T and is designated by T2. Let the m-fold covariant and m-fold con­
trav~ri~nt coordinates of T be t~~ ·.·.·.ikm. Then the coordinates of T2 are designated
by t~~ :::t~2) . The r-th power of the tensor T is defined by induction as the contracted
product of T and Tr- 1.

t i, ...im(2)
k, ...km

t i, ··.im tS, s m

S" "Sm k, km

t i, ··.im t S, sm(r-l)

Sl " 'Sm k, km

The O-thpower of T is defined to be a tensor TO which leaves the coordinate matrix
of T unchanged upon m-fold contracted multiplication. The coordinates of TO are
products of Kronecker symbols b~ :

t i1··.im
k, ...km

t i, ...im(O)
S""Sm

t i1·..im(0) tS1" ,sm

S" "Sm k, ...km

Cayley-Hamilton Theorem : If the powers of the eigenvalue p in the character­
istic equation C(p) = 0 of a dyad T are replaced by corresponding powers of the
coordinate matrix To of the dyad, the resulting equation C(T 0) = 0 is also satisfied
(short version: Every dyad satisfies its own characteristic equation).

C(p) (_p)n + c1(_p)n-l + + cn- 1(-p) + cn 0

C(To) (-To)n +c1(-To)n-1+ +cn _1(-To)+cnI 0
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Proof : Cayley-Hamilton Theorem

The real dyad T is not assumed to be symmetric. The condition for non-trivial eigen­
vectors of the dyad T is det(T0 - p I) = O. For values of p which are not eigenvalues,
a matrix A is formed by scaling the matrix (To - PI) by det(T0 - pI) .

(To-pI) A = Idet(To-pI)

Since the factor (To - PI) is linear in p and det(T0 - p I) is a polynomial of degree n
in p, the matrix A must be a sum of products of the scalars po,p1, ...,p'' -1 with
constant matrices A j • The determinant det(T0 - p I) is replaced by the characteris ­
tic polynomial C(p).

A = (_p)n-1 A1+ ... + (-p)An- 1 + An

(To-pI) {(-p)n- 1A
1 + ... + An} = {(_p)n+ c1(_p)n-l + ... + Cn} I

Comparing the coefficients of the scalars po,p1, ...,p'' yields a relationship be­
tween the coefficients c j of the characteristic polynomial and the matrices Ai :

pn I A 1 factor: (-To)n

pn-1 : c
1

I A2 + To A
1

(_To)n-1

Each of these equations is multiplied by the specified power of To from the left. The
equations are added. The terms on the right-hand side of the resulting equation
cancel. The result proves the Cayley-Hamilton Theorem.

(-To)n + c1(-To)n-1 + ... + cn_1(-To)1 + cnI = 0

Independent powers of a dyad : The independence of the powers of the coor­
dinate matrix To of a dyad is studied using the Cayley-Hamilton Theorem. The
equation is solved for Tg :

- (-To)n = c1(-To)n-1 + c2(-To)n-2 + ... + cn_1(-To) 1 + cnI

This equation is multiplied by -To . The term (-To)n is replaced by the preceding
linear combination of Tg-1, ..., I.

- (_To)n+l = c1(-To)n + c2(-To)n-1 + ... + cn_
1(-To)2 + cn(-To)l

- (_To)n+l = (C2 - c1c1)(-To)n-l + ... + (c, - C1Cn_1)(- To)1 - c1cnI

Thus the powers Tg and Tg+1 may be expressed in terms of the powers Tg-1,...,
Tg. All powers of To may be determined recursively in a similar manner:
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(_To)n+i = c~i)(-To)n - 1 + ... + c~)_l(-To)l

C(i) C C(i-1 ) _ C(i- 1)
1 1 1 2

C(i) C C(i-1 ) _ C(i- 1)
2 2 1 3

+ C(i) I
n

C(i) C C(i- 1) _ c(i- 1)
n- 1 n- 1 1 n

C(i) C C(i - 1)
n n 1

c~) coeff icient ck in the recursion formula for Tg+i

ck coeff icient ck in the recursion formula for Tg

Independent basic invariants of a dyad : The independence of the basic in­
variants of a dyad is studied using the Cayley-Hamilton Theo rem. For this purpose
the theorem is expressed in coordinate form for the matrix elements (i,m) :

(-1)n t. k, t
k

k2 •• • tk ~ + ... + (_1)1 t im Cn- 1 + (-1 )° Or Cn = a
I . l' n •

This equat ion is set up for i = m = 1,...,n. The sum of the equations leads to a rela­
tionship among the basic invariants Sn' ...,So ' This equation is solved for Sn'

(_1)n Sn + (_1)n- 1 Sn- 1 c1 + ... + (-1 )lSlcn _1 + (- 1)oSo Cn = a
(_1)n-1 s, = (_1)n-1 Sn-1 c1 + ... + (_1)1s, Cn- 1 + (-1 )oS ocn

MUltiplying the coordinate form of the theorem with tm.
r and adding the resulting

equations for m = 1,...,n now yields :

(-1 )n t i ~ ' ... tkn ~n + , tkn+/ + .., + (_1)1 t i~ 1 tk1~ cn- 1 + (-1 )° t i ~ cn = a

This equation is set up for i = r = 1,...,n. The sum of the equat ions leads to a rela­

tionship among the basic invariants Sn+1'"' ' Sl . This equat ion is solved for Sn+l '
The invariant Sn is replaced by the linear combination of So"",Sn- 1 obtained
above .

(-1)nSn+1 + (_1)n-1 Sn c1 + ... + (_1)1 S2cn-1 + (- 1)OSl cn = a
(-1)n+1Sn+1= (-1 )n- 1Sn-1(c, c, - c2) + ... + (-1) 1Sl (C1Cn-1- cn) + c1cnSo

Thus the basic invariants Sn and Sn+1may be expressed in terms of So ,,,,,Sn-1 '
All basic invariants Sn+i may be dete rmined recursively in a similar manner. The
coeff icients c~) satisfy the formulas specified for powers of dyads.

(-1 )n+i Sn+i = (-1 )n- 1Sn- 1C~i) + ... + (-1) 1s, C~~l + (_1)° So c~)
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Basis of invariants of a dyad : For a dyad T in the space IR n, the n principal
invariants (coefficients of the characteristic equation) were shown to depend on
the n eigenvalues (solutions of the characteristic equation) :

11 P1 + P2 + ... + Pn

12 P1(P2+PS+ ···+Pn) + P2(PS+P4+ ···+Pn) + ... + Pn-1 Pn

Is P1 P2(PS + ... + Pn) + P2PS(P4 + ... + Pn) + ... + Pn-2 Pn-1 Pn

In P1P2",Pn-1 Pn

The basic invariants with index ~ n were shown to depend on the basic invariants
8 o,...•8 n - 1. The basic invariants were expressed as functions of the n eigenva­
lues. The invariance of the trace is used:

8 1 = P1 + P2 + ... + Pn = tr To

82 = 2 2 2 = tr T~P1 + P2 + ... + Pn

8 k = k k k = tr T~P1 + P2 + ... + Pn

It follows that the invariants of a dyad are not independent. A subset of n indepen­
dent invariants of a dyad is called a basis of invariants for the dyad . For instance,
the n eigenvalues or the n principal invariants or n independent basic invariants

may be chosen as a basis of inva riants. The basis of invariants may also be a mix­
ture of a total of n independent eigenvalues, principal invariants and basic invari­
ants.

Basis of invariants of a tensor : The concept of a basis of invariants is trans­
ferred from dyads to general tensors. Let the following scalar invariants be def ined
for a fixed physical quantity described by the tensor T( ...) :

with

with

with

f1 (T) = c1

f2 (T) = c2

T coord inate set of the tensor

If all of the invariants c1•. .. ,c s may be expressed as functions of a subset c1,... .c,
of the invariants, then there is a relationship between the functions f1' .... fS' The
invariants c., ....c, are called a basis of invariants for the tensor T. The basis of
invariants is generally not unique.

i = 1....,s
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Basis of invariants of several tensors : The concept of a basis of invariants is
extended from scalar functions of one tensor to scalar functions of several tensors .
Let several scalar invariants be defined for fixed physical quantities described by
the tensors T( ),...,W(...) :

gj: T x xW--+ R with gj(T,...,W) = cj

T x ... x W coordinate set of the tensors

A subset c 1, .c, of the invariants is called a basis of invariants of the cartesian
product T x x W if each of the invariants c., ...,cs may be expressed as a function
of the subset c., ....c. ,

cj = cj (c 1,···,c r)

Example 1 : Invariants of a symmetric dyad in R3

Let the coordinates To = (TO) T of a symmetric dyad in dual bases B* and B* of
the space R3 be tj~ with i, m = 1,...,3. The eigenvalue problem is solved using the
condition det (To- pI) = 0 for non-trivial eigenvectors. The condit ion leads to the
following characteristic equation :

t 1 t 2 t 3
1. 1. 1.

t 1 t 2 t 3
2. 2 . 2.

t 1 t 2 t 3
3. 3. 3 .

(-p)3+11 (_p)2+ 12( -p)+13 = 0

1
1

t, j = t 1 + t 2 + t 3
I . 1. 2. 3.

t 2t 1 +t 3t 2 +t 1 t 3
1. 2. 2 . 3. 3 . 1.

det To = ejkmt/ t/ t3~

The eigenvalues P1 ' P2' P3 of T are determined using the formulas in Example 3
of Section 9.3.6. Since T is symmetric, P1 ' P2' P3are real. The principal invariants
are the following functions of the eigenvalues :

11 P1 + P2+ P3

12 P1P2+ P2P3+ P3P1

13 P1 P2P3



www.manaraa.com

Tensors 763

t, i = t 1 + t 2 + t 3
I . 1. 2. 3.

The basic invariants of the dyad may alternatively be obtained from the coordi­
nates ti~ or the eigenvalues Pi :

8 0 = 6: = 3

8 1 = P1 + P2+ P3

8 = p3+ p3 + p33 1 2 3

The following relationships between the principal invariants and the basic invari­
ants of the dyad may be confirmed by substituting the eigenvalues:

11 8 1

12 ~(82 - 8~)

13 i(283 - 38182 + 8~)
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9.4 TENSOR ANALYSIS

9.4.1 INTRODUCTION

Physical events take place in point spaces . In order to describe a physical quantity
in a point space, a tensor is defined for this quantity at every point of the space .
This requires a vector space. The point space is therefore associated with a vector
space which contains every vector which can be formed as a difference of two
points. The tensor at an arbitrary point is defined as a linear scalar mapping of an
m-tuple of vectors of the associated vector space. The set of tensors which de­
scribes a physical quantity at every point of a point space is called a tensor field.

A tensor is represented by its coordinates. These coordinates are images of m­
tuples of basis vectors. Thus a basis of the associated vector space is required at
every point of the space in order to describe a tensor field. These bases may be
chosen globally for the entire vector space or locally at every point of the point
space. The difference between global and local bases leads to different coordinate
systems for the tensor field.

In order to define a global coordinate system, a point of the point space is chosen
as the origin and a basis of the associated vector space is chosen as a global basis.
The position vector of an arbitrary point of the space is a linear combination of the
global basis vectors. The coefficients of this linear combination are called the
global coordinates of the point. The partial derivatives of the position vector with
respect to the global coordinates are the global basis vectors . Hence the same
global basis is associated with all points of the space.

In order to define local coordinate systems, every point of a point space is asso­
ciated with its own basis of the associated vector space. To this end, the n global
coordinates of the position vectors are expressed as functions of n local coordi­
nates. The local basis vectors at an arbitrary point of the space are obtained as
the partial derivatives of the position vector with respect to the local coordinates.
The basis vectors at different points are generally not parallel, so that the coordi­
nate lines are curved. The local coordinates are therefore also called curvilinear
coordinates. The global coordinates are also called rectilinear coordinates.

The coordinates of a tensor in local bases at different points cannot be compared,
since the basis vectors are not parallel. Thus partial derivatives of tensor coordi­
nates with respect to local coordinates are not a measure of the change of the ten­
sor field from point to point. The concept of the covariant derivatives of the tensor
field is introduced in order to describe the spatial change of the tensor field. For
this purpose the local coordinate system at the considered point is considered as
a global coordinate system for an infinitesimal neighborhood of the point. In the
infinitesimal neighborhood of the point the local coordinates of the tensor field are
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transformed to this global coordinate system. The partial derivatives of the trans­
formed tensor coordinates with respect to the local coordinates are a measure of
the change of the tensor field in the neighborhood of the considered point and are
called the covariant derivatives of the tensor field.

Integrals of tensor fields and their derivatives over lines, surfaces and volumes are
defined in the euclidean space R3. Infinitesimal line elements, surface elements
and volume elements in global and in local coordinates are considered for this pur­
pose. Operations on tensor fields which are useful in the mathematical formulation
of physical problems are defined using tensor integrals over the surface of a body,
divided by the volume of the body. These operations lead to the gradient of a scalar
field, the divergence of a vector field and the curl of a vector field.
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9.4.2 POINT SPACES

Point space : An n-tuple (x. , ..., Xn) E R x ... x R is called a real point and is des­
ignated by X . The scalars x i are called the coordinates of the point X. If the coor­
dinates of the point X are arranged in a vector, this vector is designated by x. The
set of n-tuples (x. , ...,Xn) E R x .., x R is called the n-dimensional real point space
and is designated by Rn.

Associated vector space : Every ordered pair (X,Y) of points in a point space
Rn is associated with a vector whose elements (u, ,...,un)are the differences of the
coordinates of the points Y and X. The vector is designated by XV, its vector repre­
sentation by u. The vectors associated with the pairs of points in Rn form the vector
space associated with the point space Rn, which is often designated by v" .

Coordinate system : The point (0,...,0) E Rn is called the origin of the point
space Rn and is designated by 0. If an arbitrary basis B of the vector space as­
sociated with Rn is chosen , then (0, B) is called a coordinate system of the point
space .

Position vector : The vector x associated with the origin °and an arbitrary point
X of a point space Rn is called the position vector of the point X. If the special coor­
dinate system (0, E) with the canonical basis (e 1, .. ..e") of the associated vector
space is chosen , the coordinates x i of the point X and the coord inates of the posi­
tion vector OX coincide:

x = x· ei
I

If an arbitrary covariant basis B* and the dual contravariant basis B* are chosen ,
the vector OX may also be expressed as a linear combination of these basis
vectors. The coeff icients of the linear combinations are called the contravariant
and covar iant coord inates of the point X, respectively.
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x

x

B* x* = xi b j

B* X* = Xi b'

767

x* = (x", .x")

X* = (x., , Xn )

contravariant coordinates of X

covar iant coordinates of X

Due to the properties of dual bases , the covariant and contravariant coordinates
of X may be determined using the basis matrices:

x* = (B*)T X

x, = (B*)T x

Cartesian coordinate system : A coordinate system (0, B) of a point space Rn

is said to be cartes ian if the basis B is orthonormal. A cartes ian basis B is obtained
by rotating the canon ical basis E of the vector space associated with Rn.

Example 1 : Geometric mapping of position vectors

In the two-dimensional space R2 every point X is specified by a pair (x l , X2) with
Xl ' X2 E R. A vector space V2 is associated with the point space R 2 by associating
any two points X and Y with a vector u = XV with the elements (u l ' U2), so that
uj = Yj - Xi' The origin °:= (0,0) of the point space is mapped to a point A of the
drawing plane. The canonical unit vectors e l and e2 of the canonical basis of V2

are mapped to the horizontal and the vertical direction of the drawing plane, re­
spectively. Then the position vectors x and Y join the origin A with the points X
and y.

2

y

A ............._---' -L..__•
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9.4.3 RECTILINEAR COORDINATES

Global basis : At every point of a point space a different basis of the associated
vector space may be chosen. In the special case that a single basis B is chosen
for the associated vector space and used at every point of the point space, this

basis is said to be global (fixed) . The basis vectors b 1,... .b, of a global basis are
thus independent of the coordinates x of the point cons idered.

Global coordinate system: The origin 0 := (0•...,0) of the point space Rn and
a global basis B of the associated vector space are said to form a global coordi­
nate system (0. B) for the point space. In the following, the basis B is regarded
as a covariant basis (b 1, ...• b n), so that an arbitrary point X of the space Rn is

specified by its contravariant coordinates x' .....x" .

X = Xi b .
I

X vector of the coordinates of X in the canonical basis
of the vector space associated with Rn

b i basis vector whose coordinates are specified in the
canonical basis of the vector space associated with Rn

xi contravariant coordinates of X in the basis (b 1, .. .,b n )

Coordinate lines : In a point space Rn the subset M of points is formed which
have the same coordinates x' ,...,xm- 1 • Xm+1 ... . .x'' . Thus only the values of the
coordinate xmof the points in M are different. This subset M of Rn is called a coor­
dinate line for x'",

The coordinates x and x + ~x of neighboring points on a coordinate line for x'"
differ only by the increment ~xm of the coordinate x'", Thus every coordinate line
for x'" is a straight line parallel to the basis vector bm.

~x (x + Ax) - x = Xi b i+ ~X(m) b(m)- Xk b k

~x = ~X(m) b(m)

The global basis vector b m is constant in Rn. Hence the coordinate line M is a
straight line through a point a of M with the coordinate x'" = o.

X = a + x(m) b(m)

Global coordinate axes : The special coordinate line for x'" which contains the

origin 0 of the coordinate system is called the coordinate axis x'" of the coordinate
system (0, B) . The axis x'" is the coordinate line for a = O. Since the global coordi­
nate axes are coordinate lines and therefore rectilinear. the global coordinates
x1,....x" are called rectilinear coordinates. The coord inate system has n axes :

x = x(m) b(m) m = 1,...,n
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Rectilinear coordinate grid : A point x = xi bi and increments ~x1,...,~xn of the
global coordinates are chosen in a point space Rn. The points (x 1+ S1 ~x1,...,
x'' + s(n)~x(n)) with SjE l form a grid of points. Grid points with the same value
for n -1 of the coefficients s1,....s, lie on the same coordinate line. Every grid point
lies at the intersection of n coordinate lines. The coordinate lines thus form a recti­
linear coordinate grid.

Example 1 : Rectilinear coordinate grid in the point space R 2

Let the origin (0,0) of the point space R 2 be mapped to the point A of a drawing
plane. The canonical basis e1, e2 of the vector space V2 associated with R 2 is
mapped to orthogonal vectors of equal length in the drawing plane. A global basis
(b 1,b2 ) is chosen forthe vector space V2. The following diagram shows the coor­
dinate grid with the origin (0,0) as a reference point and the increments 1.3, 0.8.

2
axis 2

_--r-

axis 1
/ 3.9

/

/ ~~~~J
.-'~

coordinate lines
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9.4.4 DERIVATIVES WITH RESPECT TO GLOBAL COORDINATES

Introduction : The description of physical states leads to tensors whose coordi­
nates vary in the space considered .The concept of a tensor field is defined for such
tensors. The variation of the tensor in the neighborhood of a point of the space is
descr ibed by the partial derivatives of the tensor field with respect to the global
coordinates.

Tensor field : Let the vector space Vn be associated with a point space Rn. Let
every point X of the point space be associated with a linear mapping U(v1, ... , vm )

of a vector m-tuple. If the value of the mapping U(v1, .. . , vm ) for fixed values of the
vectors v 1,. ..• Vm E Vn depends on the coordinates of the point X, the mapping U
is called a tensor field. A tensor field may be scalar-valued, vector-valued or. in the
general case, tensor-valued.

Covariant coordinates of a tensor field : A covariant global basis B* with the
vectors b 1, ... .b, is chosen for the vector space Vn associated with a point space
Rn. The coordinates of the vectors vi of a tensor field U(v1, .. . vm) are referred to
the basis B* . Then the images of the m-tuples (bi" ...,biJ of basis vectors are
called the covariant coordinates of the tensor field.

ui i = U(bi ....,bi )
t -v 'm 1 m

The contravariant coordinates of a point X of Rn in the covariant basis B* are
x1.... , x". Although the basis vectors bk are independent of the coordinates xi of
the point, the coordinates ui,oo.imof the tensor field nevertheless depend on the co­
ordinates of the point, since the mapping U (...) depends on x1, . .. , x'',

scalar tensor field u u (x", .x")
vectorial tensor field ui ui (x' .x")
dyadic tensor field Uik Uik(X

1, .x")

Contravariant coordinates of a tensor field : A contravariant global basis B*
with the vectors b 1, ... , b'' is chosen for the vector space Vn associated with a point
space Rn. The coordinates of the vectors vi of a tensor field U(v1,... v m) are re­
ferred to the basis B* .Then the images of the m-tuples (bi',. ..,b im) of basis vectors
are called the contravar iant coordinates of the tensor field.

ui,oo .im = U(bi"...,b im)
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The covariant coordinates of a point X of Rn in the contravariant basis B* are
x. ....,xn . Although the basis vectors bk are independent of the coordinates xi of
the point, the coordinates ui,...im of the tensor field nevertheless depend on the
coordinates of the point, since the mapping U( ...) depends on x1,. . . ,xn-

scalar tensor field

vectorial tensor field

dyadic tensor field

U (x., ...,xn )

u' (x1,···,xn )
lku' (x1,···,xn )

Partial derivatives with respect to covariant coordinates : The value of a
scalar tensor field u(x 1 , . . . ,xn) changes along a coordinate line. Let the values of
the tensor field at the points x and x + !lx(m)b(m) be u and u + !lu. The limit of the
quotient !lu I !lxmis called the partial derivative of the tensor field u with respect
to the covariant position coordinate xmand is designated by au/axm or u,m.

au
aXm . with for

Partial derivatives with respect to contravariant coordinates : The value of
a scalar tensor field u(x 1, . . . .x")changes along a coordinate line. Let the values of
the tensor field at the points x and x + !lx(m) b(m) be u and u + !lu. The limit of the
quotient !lu I !lxmis called the partial derivative of the tensor field u with respect
to the contravariant position coordinate x'" and is designated by au/axm or u,m'

!lu
u :== lim

,m !lxm--+O !lxm with !lxi == 0 for i ;.! m

Dual partial derivatives Let the coordinates of the position vector of a point X
of the point space IRn in the dual bases B* and B* of the associated vector space
be (x., ...,xn) and (x 1, .. ..x"), respectively. The indices of the coordinates are low­
ered and raised using the metric coefficients gik and s" of the bases .

The metric coefficients of a global basis are constant in Rn. The relationships be­
tween the partial derivatives of a scalar tensor function u with respect to the covari­
ant and the contravariant coordinates of the position vector are determined using
the chain rule.

aXi _
gik

axi _ s"axk - aXk -

au au au gik au
axk gik ax, aXk, ax'
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Transformation of the partial derivatives : Let the coordinates of the position
vector of a point X of the point space [Rn in the dual bases B* and B* of the asso­
ciated vector space be (x 1"" 'xn) and (x 1

, . ."xn) , respectively. The bases are trans­
formed_into B* = B*A and B* = B*A T using the coefficient matrix A and its in­
verse A. Then the coordinates of the position vector x are transformed according
to the general transformation rules in Section 9.2.6 :

- -i
Xi ' X

a~i

a i
. k

coordinates of X in the bases B*, B*

coordinates of the transformation matrix A

coordinates of the transformation matrix A

For global bases, the transformation matrices A and A are constant in [Rn . The
transformation rules for the partial derivatives of a scalar tensor function u are de­
termined using the chain rule.

~ -k axi
ai= a ·

axkaXk
. 1 . k

.ilid... = -k au au a' au
aXk

a. i ax. axk .k axi
I

If the derivative au/ ax k is designated by u,k and the derivative au/ax k by u,k '

the transformation rules justify the position of the indices in the comma form of the
derivatives: The partial derivatives transform like the coordinates of the position
vector.

x k = -k xi x k
ia · a. k xi.1

U,k = -k u-' Uk
ia · a. k U,i.1
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Example 1 : Dual partial derivatives of a tensor field

Dual global coordinate systems (0,8*) and (0,8*) with the metrics G* = 8I 8*
and G* = (8*)T 8 * are chosen for the point space R2.

The relationship between the covariant coordinates (X 1,X 2) and the contravariant
coordinates (x 1, x2 ) of a point X E R2 is established by the metric G* . Let the sca­
lar tensor field u = 2x 1- 3x2 be defined in R2. Substituting x1 and x2 yields the
contravariant form of the tensor field.

x1 ~(5X1_2X2)

x2 ~ (-2x1+ 8x2)

U 2x1-3x2 = 4x1-7x2

The partial derivatives of the tensor field are obtained by differentiating the func­
tions u (X 1,X2) and u (x 1,x2 ) . They satisfy the relationships between dual partial
derivatives.

au
2

au
-3aX1 aX2

au
4

au
-7

ax1 ax2

au 11 au 12 au
~ (8 *4 -2 *7) 2aX1 g ax1 + g ax2 =

au 21 au + 22 au
~ (2 *4 -5 *7) = -3aX2 g ax1 g ax2
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Example 2 : Transformed partial derivatives of a tensor field

The bases of the point space Rn in the preceding Example 2 are transformed into
B* = B* A and B* = B* AT using the matrix A and its inverse A.

[ffi- 1
A=

1 1

The relationship between the coordinates (x., x2) of a point X in the basis B* and
the coordinates (x1, x2) of the ~ame point in the basis B* is determined using the
inverse transformation matrix A. Let the tensor field u = 2x 1 - 3x 2 be defined in
R2. Substituting x1 and x2 yields the tensor field u(x l' x 2).

Xl a~ 1 x 1 + a~1 x2 0.5X1 - 0.5X2

x2 a~ 2 x 1 + a~2 x2 0.5X1 + 0.5X2

U 2x 1- 3x2 = -0.5X1- 2.5X2

The partial derivatives of the tensor field are obtained by differentiating the func­
tions U(X1,X2) and u(x1, x2). They satisfy the relationships between transformed
partial derivatives.

au
2.0

au = -3.0aX1
= aX2

au = -0.5
au = -2.5aX1 aX2

au -1 au + -1 au
0.5 * 2 - 0.5 * 3 -0.5aX1

a.1 ax a .2ax
1 2

au -2 au + -2 au = -0.5 * 2 - 0.5 * 3 -2.5aX2
a.1 ax a.2ax

1 2
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9.4.5 CURVILINEAR COORDINATES

Local basis : A global basis B. for the associated vector space of a point space
Rn is the same at every point X, and hence independent of the position vector x.
However, for certain problems (for example for the formulation of..!he behavior of
cylindrical bodies) it may be convenient to choose a different basis B. for the vector
space associated with Rn at different points in Rn. This position-dependent basis
is called a local basis. The local basis B. is specif ied by a transformation of the
global basis B•. The transformation matrix A generally depends on position .

B. = B. A A = A (x)

Local ~oordinatesystem : The position vector x of a po~t X of Rn and a local
basis B.(x) are said to form a local coordinate system (x, B.) of the point space.
Every point of the point space has its own local coordinate system. This is not
unique, since the local basis is chosen arbitrarily.

Specification of local bases : Generally the local basis at a point Xof the space
Rn may be chosen arbitrarily. Aparametric specification of the local bases is often
convenient. The global coordinates (x 1, ... .x")of the points of Rn in the basis b 1,... ,

bn are defined as functions of n independent parameters v'....,yn. The functions
xi rv'. ...,yn) are generally non-linear. Hence the position vector x is a non-linear
function of the parameters y1, ... , yn.

X = xi b.
I

Xi = Xi (y", ..,yn)

The total (complete) differential dx of the position vector for arbitrary changes dy'
of the parameters y1, . . •, yn is determined using the chain rule. The coeff icient of
the i ncre~ent dy'" is chosen as the mothbasis vector at the point x and is desig­
nated by bm.

dx ax axi d m
axi aym y

axi
b·-

I aym

b. ax
i

d m
I aym y

The relationsh ip between the global basis b., ....b, and a local basis b 1, ... .b, is
thus given by a transformation with a matrix A whose elements are the partial de­
rivatives of the global coordinates Xi with respect to the parameters ym. Since the

functions x'(y1,... ,yn) are n~n-linear, the partial derivatives axi/ aymare position­
dependent. Thus the basis B. is local. The suitability of the local coordinate system
depends on the choice of the funct ions xi (y 1,.. ., y'').
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B* A with
. axi

a' =-.m aym

9.4.5 Tensor Analysis : Curvilinear Coordinates

A

ax1 ax1

ay1 ay"

ax" ax"
ay1 ay"

Functional determinant: If the functions x'(y" ,...,yn) in the parametric specifi­
cation of the local bases are chosen arbitrarily, a subset {xi', ....x'»} of these func­

tions may be dependent in a subset S ~ Rn. Thus there is a function f(xi ', ...,x im)

which is zero at every point XES. This implies that the increments dx'i, ... .dx'» of

the global coordinates at points XES are linearly dependent.

/\ (f(xi' ,....x'») = 0)
xES

af · af ·
df = - . dx" + ... + - . dx 'm= 0 XES

axl, ax1m

The increments dx' of the global coordinates depend on the increments dyk of the
parameters. The total differentials dx' are determined using the partial derivatives
axi / ayk. The partial derivatives are arranged in a matrix J, which is called the

functional matrix (Jacobian matrix).

dx = J dy

ax1 ax1

ay1 ay"

ax" ax"
ay1 ay"

*

At every point x of the subset S the rows i1 ,oo. ,imof the Jacobian matrix are linearly

dependent. Hence the functional determinant det J is zero in the subset S.

Local coordinates: The global coordinates Xl ,oo.,xn in the space Rn are indepen­
dent. Their increments dx' may be chosen arbitrarily. The functions x'(y1 '00 " ym)

must therefore be chosen such that the functional determinant det J is non-zero.
For such a choice of the functions x'(y 1"00 'ym), the functional matrix J is regular,
so that every total differential dx of the position vector corresponds to a unique total

differential dy of the parameters:

dy = J-1 dx
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If the condition det J ~ 0 is satisfied, then the local basis B* is obtained from the
global basis B* using the transformation matr ix A = J. The parameters y1,. . . ,yn
are called the local coordinates of the point (x1,. ...x'') with xi = x'(y".....y''),

B* = B* J

If the functional determinant det J is zero at a point x E 5, then some of the local
coordinates and the local basis vectors at the point x are not uniquely determined.
Often this degenerate case cannot be avoided in subsets of Rn (see cylindrical
and spherical coordinates in Examples 1 and 2 of this section) .

Transformation of the local coordinates : Consider two local coordinate sys­
tems x'(y",...,yn) and x'(z ', ....z") in a point space Rn. Let the specification
xi(y1, .. . ,yn) of the local coordinates y and the relationships y'(z1,... .z'') between
the local coordinates y and z be given. Then the relationship between the incre­
ments dy' and dz" of the local coordinates is also known:

. ayi k
dy' = - dz

azk

At a point x of Rn, an increment dx of the position vector may alternat!yely ~e

expressed in the local basis b 1,... .b, defined by y or in the local basis b 1, ... .b,
defined by z :

dx bi dy' = bk dz"

ayi
b·-

I azk

The relationship between the local bases B* for y and B* for z is expressed using
a transformation matrix A whose coefficients are the partial derivatives of the local
coordinates :

B* = B* A

A

ay1 ay1

az1 azn

ayn ayn
az1 azn
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Coordinate lines : Let the specification x'(y1,...,yn) of a local coordinate system
in the point space Rn be given. Let the subset of points in Rn with the same coordi ­
nates v' ....,ym-l,ym+l ,...,yn be M. Thus only the values of the local coordinate
ymof the points in M are different. Then M is called a coordinate line for ym in Rn.

The local coordinates y and y + dy of neighboring points x and x + dx on a coor­
dinate line for ymdiffer only by the increment dy'" of the coordinate ym. The vector
dx is tangent to the coordinate line at the point x.

dy = (O, ...,O,dym,O,...,O) T

dx = J dy

The tangent vector dx is determined at different points x., x2 , .. . ofthe coordinate
line for the same increment dy. Since the functional matrix J of the local coordi­
nates y l' Y2' ... depends on the points considered, the tangent vectors dx. , dx 2 , '"

at these points are generally different. Thus the coordinate line is generally curved.

Local coordinate axis : Every point P in the space Rn is the origin of a local
coordinate system. The point P lies on exactly n coordinate lines. If P has the local
coordinates tv'. .." yn), then the coordinates y1,oo. ,ym-1,ym+1,oo.,yn are constant
on the mothcoordinate line. This coordinate line is called the moth local coordinate
axis at the point P. The moth vector bmof the local basis at the point P is tangent
to the moth local coordinate axis . Since the local axes are coordinate lines which
are generally curved, the local coordinates y1,...,yn are also called curvilinear
coordinates.

Curved coordinate grid : A point with the local coordinates (y 1
, 00 " yn ) is chosen

in a point space R''. together with increments dy 1
, 00 " dy" of the local coord inates .

The points (y 1 + S1 dy 1'00" yn + Sn dy") with SjE Z form a grid. Grid points with the
same value for n - 1 of the factors sl,oo.,sn lie on a common coordinate line. Every
grid point is at the intersection of n coordinate lines. Thus the coordinate lines form
a curved coordinate grid.
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angle

axial distance

radial distancer = y1

8 = y2

Z = y3x3 = z

EX8mpie 1 : Cylindrical coordinate system

Let the global basis of the point space R 3 be the canonical basis e 1, e2 , e3. Let
the local coordinate system be cylindrical with the designations r, 8, z instead of
v'. y2, y3 :

x1 = r cos8

x2 = r sin 8

The specification shows that the local coordinates of a point x E Rn are not unique:
The local coordinates (r, 8, z), (r, 8 + 2 n s, z) and (-r, 8 + (2s + 1) n, z) with s E .l
are mapped to the same point x E Rn. The functional matrix J is given by

J

cos e -r sin e 0

sin e r cos e 0

0 0 1

Since det J = r, the local coordinate system is well-defined for all points with r > o.
For the points (0,0, z) with r =0, however, det J = O. For these points the local
coordinates rand z are uniquely determined, but the local coordinate 8 and the
basis vector 8 2 are not. The inverse of the Jacobian matrix is defined only for r ~ o.

cos e sin e 0

-l sin e t cos e 0r

0 0 1

(U; e1, e2, e3 )

(A; 8 1, 8 2, 8 3)

global coordinate system (x 1, x2, x3 )

local coordinate system (r, 8, z)

coordinate lines
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radial distance

azimuthal angle

polar angle

8

Example 2 : Spherical coordinate system

Let the global basis of the point space R 3 be the canonical basis e l ' e2 , e3 . Let
the local coord inate system be spherical with the designations r, 8, ~ instead of
v' ,y2, y3 :

x1 = r cos ~ cos 8

x2 = r cos ~ sin 8

x3 = r sin ~

Due to the periodicity of the trigonometric funct ions the local coordinates of a point
x E IR n are not unique . The functional matr ix J is given by

J

cos ~ cos e -r cos ~ sin S - r sin ~ cos O

cos ~ sin S r cos B cos s - r sin ~ sin S

sin ~ 0 r cos ~

Since det J = r2 cos ~ , the local coordinate system is well -defined for all points with
r ~ 0 and cos ~ ~ O. For the points (r, 8, ~ ), however, det J = O. For these points
the local coord inates r and ~ are uniquely determ ined, but the local coord inate 8
and the basis vector a3 are not. The basis vector a2 degenerates to O. The deter­
minant of J is also zero at the point ( 0, 8, ~) with r = O. For this point the local coor ­
dinates 8 and ~ and the basis vector a 1 are not uniquely determined . The bas is
vectors a2 and a3 degenerate to O.
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9.4.6 CHRISTOFFEL SYMBOLS

Introduction : Every point of a point space Rn with a local coordinate system
xi (y 1,...• yn) has its own local basis B* . The local basis vectors ii1.... . iinare there­
fore functions of the local coordinates y1. .. .. yn. The partial derivative of a basis
vector with respect to a local coordinate is a linear combinat ion of the basis vec­
tors. The coefficients of this linear combination are called Christoffel symbols.

Partial derivatives of a covariant basis : Let a global basis B* and the specifi­
cation xi (y 1•. ..• yn) of a local coordinate system be given in a point space R'' . Then
the partial derivatives axi / aym determine the local basis B* . If the functional deter­
minant is non-zero. the relationship between the local and the global basis vectors
may be inverted :

B* B*J bi bs
axS

ayi

B* = B*J-1 : b s = bm
aym
axS

The global basis vectors bi are independent of the local coordinates y1..... yn. The
partial derivative of a local basis vector iii with respect to the local coordinate yk
is therefore given by

ab o a2 xs a2 xs aym­
_I = --b = --.-b
ayk ayi ayk S ayi ayk axs m

The relationship between the local basis vectors and their partial derivatives with
respect to the local coordinates is expressed using the Christoffel symbols . The
expressions for the Christoffel symbols follow from the preceding equation . The
Christoffel symbols are symmetric in the lower indices. They are not the coordi­
nates of a tensor.

a2x s aym
ayi ayk • axs

Partial derivatives of a contravariant basis The Christoffel symbols r ~m for
the partial derivatives of the contravariant local basis vectors iii with respect to the
local coordinates yk are defined in analogy with the Christoffel symbols r~ for the
covariant basis:
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The relationship between the symbols !:~ ~nd r ~m is determined by partial differ­
entiation of the orthonormality relation b j • bm = 6~ of the dual bases with respect
to the local coordinate yk :

abi • tim - ab
m

0+ b··-
ayk I ayk

- -m -m - -s
rfk bs' b + rks b i • b 0

-m
-r~rki

Partial derivatives of the basis determinant : The determinant b. of a local
basis B. in the point space Rn is expressed in terms of the permutation tensor
ei1··.in of the global canonical basis E and the coordinates bki of the local basis
vectors b i :

b = ei, ,..in b· b·
• 111 .. . Inn

The partial derivative of the determinant b. with respect to the local coordinate yS
is to be determined . The global permutation tensor ei, ,..in does not depend on the
local coordinates. The partial derivatives of the coordinates bki of the local basis
vectors are determined using the Christoffel symbols. The product rule yields:

abki
ayS

For the first term on the right-hand side the sum over r is written out explicitly. For
r = 1 the result is r~s b•. For r ~ 1 the result is proportional to the determinant of
a matrix with two identical columns, and hence O.

ei1,..in I" b. b. b. = ei1,..in r 1 b b b +
1s l , r 12 2 ' " Inn 1s i11 i2 2 .. . inn

ei1,..inr2 b b b +...ls i,2 i
2
2 ... inn

r~s b.

The value r~s b. is obtained analogously for the second term on the right-hand
side of the equation for ab./ays.Altogether, the partial derivative of the basis deter­
minant b. with respect to the local coordinate yS is given by the following sum :
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Partial derivatives of the determinant of a metric: The partial derivatives of the
determinant of a metric are obtained by differentiating the relationship g* = (b*)2
between the determinant o, of a basis B* and the determ inant g* of its metric

G* = BJ B* :

Determination of the Christoffel symbols from the metric : The knowledge
of the metric G* of a local coordinate system as a function of the local coord inates
y1,. .. , yn is sufficient for deterrnininqth~ Christoffel symbols of the coordinate sys­
tem. For a metric coefficient gik = b i• bk one obta ins :

Cyclic permutation of the indices yields three equations:

agik
gik,s r[sgrk + r~s griayS

agks
gks,i r~i grs + r~i grkayi

agsi = gsi,k = r~k gri + r[k grsayk

The first equation is subtracted from the sum of the second and the third equation.
The result is multiplied by gms, the product is summed over s, and the symmetry
of the Christoffel symbols in the lower indices is exploited.

gks,i + gsi,k - gik,s = 2 r[k grs

rm - 1 gms (g + 9 g)ik -"2 ks.i is,k - ik,s

Second partial derivatives of a covariant basis : Let a global basis B* and the
spec ification x'(y1, ... , yn) of a local coordinate system with the basis B* be given
in a point space Rn. Since the global basis vectors b, do not depend on the local
coordinates y1, . .. ,yn, the partial derivatives of the local basis vectors biare formed
as follows:

a3 XS

ayi ayk ayme,
------;_a_3-,-x_S _ _a_y_r b
ayi ayk aym axS r
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The symbols A[km are defined for the partial derivat ives. Then the second partial
derivat ives of the basis vectors are given by

( 2 1).
I

a3 XS ayr
ayi ayk aym axs

The symbo l A [kmis symmetric in the indices i, k, m.

Example 1 : Christoffel symbols for cylindrical coordinates

The Christoffel symbols forthe cylindrical coordinates defined in Example 1 of Sec­
tion 9.4.5 are determined using the genera l formulas :

a2x 1 a2x1 a2x1

ar2
-

arae araz
a2x1 a2x1 a2x1

arae ae2 aeaz

a2x1 a2x 1 a2x1

araz aeaz az2

a2x2 a2x2 a2x2

ar2 arae araz
a2x2 a2x2 a2x2

araO a02 aeaz

a2x2 a2x2 a2x2

araz aeaz az2

a2x3 a2x3 a2x3

ar2
--

arae araz
a2x3 a2x3 a2x3

arae ae2 aeaz

a2x3 a2x3 a2x3

araz aeaz az2

ar ar ar
ax1 ax2 ax3

ao ae ae
ax1 ax2 ax3

az az az
ax1 ax2 ax3

0 - sin e 0

-si n e -r cose 0

0 0 0

0 cos e 0

cos 0 -r sin 0 0

0 0 0

0 0 0

0 0 0

0 0 0

cos e sin e 0

- lsin 0 t cos 0 0r

0 0 1
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r 1 =ik

0 0 0

0 -r 0

0 0 0

r 2 =ik

0 1 0r
1 0 0r

0 0 0

r 3 =
ik

785

0 0 0

0 0 0

0 0 0

The determinant of the covariant basis is o, = r. The partial derivatives of the basis
determinant with respect to the local coordinates are determined first directly and
then by summing the Christoffel symbols.

abo (q1 + r~1 + r~1 ) r (0 + t +0) rar-
ab.

0 (q2 + r~2 + q2) r (0 +0 +0) ras
abo

0 (q 3 + r~3 + r~3 ) r (0 + 0 + 0) raz = =

Example 2 : Christoffel symbols for spherical coordinates

The Christoffel symbols for the spherical coordinates defined in Example 2 of Sec­
tion 9.4.5 are determined using the general formulas:

a2xs aymr m = 0_

ik ayi ayk axS

iJ2x l iJ2xl iJ2x l

iJ r2 iJriJe iJ riJ ~

iJ2x l iJ2x l iJ2x1

iJ riJO iJ02 iJOiJ j3

iJ2x l iJ2 xl iJ2 xl

iJraB iJe iJ ~ iJ j32

iJ2 x2 iJ2 x2 iJ2x2

iJr2 iJriJO iJ riJ ~

iJ2x2 iJ2x2 iJ2 x2

iJ riJe iJ02 iJOiJ~

iJ2x2 iJ2x2 iJ2 x2

iJraB iJO iJ ~ iJ j32

iJ2x3 iJ2x3 iJ2x3

iJr2 iJ riJO iJ riJ ~

iJ2x3 iJ2x3 iJ2x3

iJriJO iJe2 - -
iJ OiJ~

iJ2x3 iJ2x3 iJ2x3

iJraB iJ eiJ ~ iJB2

0 -sin e cos ~ -cos e sin ~

-sin e cos B -r cas e cos B r sin e sin ~

-cos e sin ~ r sin e sin ~ -r cos e cos ~

0 cos O cos B -sin O sin~

cos 0 cos ~ -r sin 0 cos ~ -r cos 0 sin j3

-sin O sin~ -r cos 0 sin ~ -r sin 0 cos ~

0 0 cos B

0 0 0

cos B 0 - r sin ~
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sr sr ar
ax1 ax2 ax3

ae ae ae
ax1 ax2 ax3

a~ a~ a~

ax 1 ax2 ax3

9.4.6 Tensor Analysis : Christoffel Symbols

cos a cos B sin e eos ~ sin ~

-tsin e see ~ t cos a sec B 0

-teos e sin ~ -tsine sin ~ t eos ~

r1 ­ik -

r 2 ­ik -

r 3 =ik

0 0 0

0 - r eos2 ~ 0

0 0 - r

0 1 0r
1 0 -tan~r
0 -tan ~ 0

0 0 1
r

0 sin ~ cos B 0

1 0 0r

The determinant of the covariant basis is b. = r2cos ~ . The partial derivatives of
the basis determinant with respect to the local coordinates are determined first di­
rectly and then by summing the Christoffel symbols.

abo
2rcos ~ (f1 1 + r~1 + r~1 )b. (0 +t+ t) r2cos ~ar-

ab.
0 (f12 + r~2 + q 2 jb, (0 + 0 + 0) r2cos ~as

abo
-r2sin ~ (f13 + r~3 + r~3 )b. (0 - tan ~ +0) r2cos ~ajf
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9.4.7 DERIVATIVES WITH RESPECT TO LOCAL COORDINATES

Introduction : If the coordinates of a tensor field are referred to the local basis
at every point of a point space IR n, the coordinates of the tensor at different points
of IR 0 cannot be compared. It is difficult to interpret partial derivatives of such coor­
dinates. The concept of covariant derivatives of the local coordinates of a tensor
field is therefore developed. These derivatives account for the effect of the varia­
tion of the basis on the coordinates of the tensor.

Tensorfield of rank 1 : Let a tensor field U(v) of rank 1 be associated with the
point space IR '' . Then every point of IR n is associated with its own linear mapping:
Identical values of v generally lead to different values of U(v) at different points of
IR n. Thus the tensor U varies from point to point. Let u be the vector of the coordi­
nates U(e.) of the tensor at a point P in R0 in the global basis E. Generally u varies
in the space lR o.

Let the local coordinates of the point P be (y 1•. .. , y'') , Let the vectors of the local
basis B*at the point P be b' . Then the contravariant coordinates of the tensor field
U at the point P are the images u' = U(b' ) of the local basis vectors. These coordi­
nates are functions u' (y 1, . . ., yO) of the local coordinates, since the tensor field U
and the basis vectors b i are functions of the local coordinates y1,.. . ,yn :

u u' b .
I

U vector of the tensor coordinates in the global basis

u' tensor coordinates in the local basis B*

b j local basis vectors

Variation of the localbasis : The position vector x of a point P in IR 0 is a function
of the local coordinates y1, ... , yn. The vectors b i of the local basis B* are the deriv­
atives of the position vector x with respect to the local coordinates y',The contra­
variant basis B* is obtained from the covariant basis B*. The variation of the local
bases B* and B* with the local coordinates y1, . .. , yO is known if the partial deriva­
tives of the basis vectors b j and b' with respect to the local coordinates are known .
These derivatives are determined using the Christoffel symbols :

abo
ay~ = r~ bm

ab i _ r i b'"
ay k - km

r~ Christoffel symbols
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Covariant derivatives of a tensor field of rank 1 : The variation of a tensor field
U with the local coordinates y1,... , yn is known if the partial derivatives of the coordi­
nate vector u with respect to the local coordinates are known. These derivatives
are obtained using the product rule:

:~k = ~~~ bi + u' ::~ k = 1,...,n

Replacing the derivatives of the basis vectors by the Christoffel symbols and the
basis vectors themselves yields :

~ = au
i

b. + u' r!TI b
ayk ayk I ik m

By interchanging the indices i and m in the last term of the equation, the partial
derivative of u may be expressed as follows:

~ = (Q!t + r i um ) b.
ayk ayk km 1

The expression in parentheses is called the covariant derivative of u' with respect
to yk and is designated by u~ k (often also by u' Ik). Using the designation u, k
introduced earlier for the partial derivative of u with respect to Yk' the partial
derivatives of u may be written as follows:

u~ k b j

u' + r' um
, k km

covariant derivative of u' with respect to Yk

k= 1,...,n

The change du of the tensor field from the point y to the point y +dy is conve­
niently expressed by arranging the covariant derivatives of the tensor coordinates
in a matrix U;v:

du = B. U;y dy

u.,
U1 u 1

; 1 ;n

Un un
;1 ; n

abi au· · .+ u, - = _ I b ' - u,. r 1
kmb'"

, ayk ayk
au
ayk

Covariant derivatives of covariant tensor coordinates : The covariant deriv­
atives of the contravariant coordinates of a tensor field of rank 1 are defined in the
preceding section. The covariant derivatives of covariant coordinates uj (y 1, . .. ,yn)
are determined analogously by considering the variation of the tensor field:

u u, b'
I

aU j b'
ayk
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The covariant derivative of the covariant coordinate uj with respect to the local

coordinate yk is designated by uj ; k (often also by uj I k)' The partial derivatives of
the coordinate vector u of the tensor field may now be expressed as follows :

U,k = uj ;k b'

ui ; k = ui , k - r~ um

ui ; k covariant derivative of u j with respect to yk

k = 1,...,n

Transformation of the covariant derivatives : At a point P of a point space Rn,

let B. be the basis for a local coordinate system (y 1, . .. ,yn), and let B. be the basis
for a local coordinate system (z 1,... .z"), The transformation matrix A with the coef­
ficients a' r for the basis transformations B.= B. A and B·= B· AT is determined
according to Section 9.4.5. Let the position vector of the point P be x, and let its

local coordinates be y = tv'. ... ,yn) and z = (z ' ,....z''), Let the position vector of a
point Q near P be x + d x , and let its local coordinates be y + d Y= (y 1 + dy 1, .. . ,

yn + dy") and z + d z = (z 1 + dz 1, . .. , z" + dz") . Then the increment dx of the posi­
tion vector is given by

dy = Adz

Let the coordinates of a tensor field of rank 1 be u' and ui forthe coordinate system
(y 1,...,yn) and Li"i, ui for the coordinate system (z 1, ...,z'') . The covariant deriva­
tives of the coordinates are arranged in the following matrices :

U?y covariant derivatives U~ k of u' with respect to yk

U. ; y covariant derivatives ui ; k of ui with respect to yk

U~z covariant derivatives u~ k of uj
with respect to zk

U. ; y covariant derivatives uj ; k of ui with respect to Zk

B. U?y dy

B· U.; y dy
- -0
B. U;z dz

B·U•. z dz,

du

du

du

du

The increment du of the tensor field from point P to point Q may be determined
using any of these matrices :

j k
u; k bi dy

j kui ; k b dy

u~ k bi dz"

Substituting the basis transformations and the relationship dz = A dy leads to the
following expressions for du :

du

du

B. U?y dy

B· U.;y dy
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These relationships hold for arbitrary increments dy. Hence the following trans­
formation rules hold for the covariant der ivatives of a tensor field of rank 1 :

U?y A u~z A ~ u~ k = a~ r a\ urs

u*;y = ATU*;z A ~ U;k = a~ i a\ ur ;s

The covariant derivatives transform like the coordinates of a dyad (see Sect ion
9.3.6) . Hence the covariant derivatives are the coordinates of a tensor.

Tensor field of rank 2 : Let the local coordinates of a point P in a point space Rn

be (y1,. ...y''). Let the dual local bases at the point P be S* = (b 1,... ,bn) and S* =
(b1,... , b"). If the coordinates of the basis vector b i are designated by bri, the vec­
tor er of the canonical basis of the point space Rn may be expressed as follows :

s*sI = E = er = b' bri

Let the coordinates of a tensor field u of rank 2 be expressed as functions of the
local coordinates. The coordinates u(e., es) in the canonical basis E are arranged

in a matrix U, the coordinates uik = utb', bk) in the local basis are arranged in a
matrix U*. The linearity of the vector mapping u leads to the following transforma­
tion rule for the tensor coordinates at the point P :

u(epes) = u(bi bri, bk bsk) = bri bsk Uik

U = s.u'al = uik b i br

Covariant derivatives of a tensor field of rank 2 : The partial derivatives of the
coordinate matrix U of the tensor field with respect to the local coordinates are
obtained using the product rule :

au auik T ik abi bT ik abr
aym aym bibk + u aym k + U b i aym

Uik b.bT + Uik rr b bT + Uik rs b. bT
,m I k un r k km I s

The covariant derivatives of the contravariant coord inates uik with respect to the
local coord inates ym are defined in analogy with the covariant derivatives of the

contravariant coordinates of a tensor field of rank 1 and are designated by u~~ :

u, uik b . bT
;m I k

Uik = uik + r i usk + r k uis
;m ,m ms ms

Uik covariant derivative of Uik with respect to ym
;m

The covariant derivatives of the covariant coordinates and the mixed coordinates

of a tensor field of rank 2 are obtained analogously:

U ik;m Uik,m r::n usk - r~m uis
i ui + r' s - rs ui

u.k;m .k,m ms u. k km .s
k Uk r;; u k + rk s

uj • ; m I.,m IITl s. ms Ui.



www.manaraa.com

Tensors 791

Tensor field of rank 2 with mixed bases : Let the global coordinates of a point
P in a point space Rn be (x 1,....x" ), Let a local coordinate system xi(y 1, ...,yn) with
the dual local bases B*=(b1,.. .,bn) and B*=(bl,....b") and a local coordinate
system x'(z 1,.,.,zn) with the dual local bases B* = (b 1, ... ,bn) and B* = (b1

,. .. ,bn)

be defined in R", Let the transformation matrix between the local bases be A with

the coefficients a ~ k :

dx b' dy' = bk dz"

dy' = a' dz"
. k

- -
If the coordinates of b i are designated by bri and those of bk by bsk' the vectors
er and es of the canonical basis E of the point space Rn may be expressed as
follows:

Let the coordinates of a tensor field u of rank 2 be expressed as functions of the
local coordinates zl, ....z'', The coordinates u(ep es) in the canonical basis E are
arranged in a matrix U. Let the first index of the coordinates uik=u(bi,b k) be
referred to the basis B* , the second index to the basis B*. The coordinates Uikare
arranged in the matrix U*. The linearity of the vector mapping u leads to the follow­
ing transformation rule for the tensor coordinates at the point P :

u(epes) = u(bi bri , bkbsk) = bri bsk Uik

*-T ik-T
U = B*U B* = U bi bk

Uik b. bTk +,m I

aU
azm

Covariant derivatives of a tensor field with mixed bases : The partial deriva­
tives of the coordinate matrix U of a tensor field of rank 2 with respect to the local
coordinates are obtained using the product rule, The differentiation may be per­
formed with respect to the local coordinates y 1, ... , yn or with respect to the local co­
ordinates z', ....z", The partial derivatives of the basis vectors b k with respect to
z'"are expressed in terms of the Christoffel symbols r of the coordinates z1, .. ..z",
The partial derivatives of the basis vectors b i with respect to the local coordinates
ymare expressed in terms of the Christoffel symbols r of the coordinates y1, . .. ,yn.

-T
+ ik b abk

u i azm

'k -r -T+ u' rkm bi b r

The covariant derivatives of the contravariant coordinates uik of a tensor field of
rank 2 with mixed bases with respect to the local coord inates z'" of the basis B*
are defined in analogy with the case of tensor fields of rank 2 with identical bases
for the two indices and are designated by u ~km',
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U,m

Uik
;m

r~S
-k
rrm

as.m

9.4.7 Tensor Analysis : Derivatives With Respect to Local Coordinates

Uik b,' bT
k;m

Uik + r i as urk + rk uir
, m ffi.m ~

Christoffel symbols for the basis (y 1, . ." yn)

Christoffel symbols for the basis (z 1, ...,z'')

coefficients of the transformation matrix A in B. = B. A

Covariant derivatives of the metric : The coefficients of the local metric G. are
generally different at neighboring points P and Q. The partial derivatives of the
metric coefficients are therefore non-zero. The covariant derivatives of the metric
coefficients differ from the partial derivatives in that the effect of the change of basis
from P to Q is accounted for (reference to the basis at the point P). Thus the change
in the metric from P to Q is cancelled by the construction of the covariant deriva­
tives : The covariant derivatives of the metric coefficients are zero.

The same result follows formally from the general formula for the covariant deriva­
tives for tensor fields of rank 2 with b~ m = -r~s bS

gik gik + ri gSk + r k giS
;m ,m ms ms

gik
,m

gik
,m

_a_ (b i. bk) = abi • bk
aym aym

-r~s gsk - r~s gis

g ik 0
;m

Tensor density : The coordinates u'( y1, ... , yn) of a tensor field of rank 1 may be
written as products of the covariant basis determinant b. = det B. with functions
wi(y 1, ... , yn). Since b. is the volume of the basis B. , the functions wi are called
the coordinates of a tensor density. Since the determinant b. is not a scalar (tensor
of rank 0), the tensor density is not a tensor. In formulating physical problems one
often makes use of the property that the sum of the partial derivatives of the coordi­
nates u' of the tensor field may be expressed in terms of the tensor density as fol­
lows. The proof relies on the property ab._ = r m

m
'
l
b. proved in Section 9.4.6 :

ayl

ab . awi ..
-.* Wi + b. - . = b. (r

m
m

l
. Wi + WI, ,.)

ay' ay'



www.manaraa.com

Tensors 793

Rules of calculation for covariant derivatives : The covariant derivatives of
a tensor of rank r + s form a tensor of rank r +s + 1. The covar iant derivatives with
respect to a local coord inate ymare formed in analogy with the derivatives for co­
variant and contravariant coordinates of a tensor field of rank 1.

Sum rule : The covariant derivative of the sum of two tensors is the sum of the
covariant derivatives of these tensors:

+

Product rule : The covar iant derivative of the product of two tensors is determined
as follows:

+

Contraction rule : The contraction and the covariant derivative of a tensor com­
mute :

Wi, ...ir l
k1·· ·ksl

Wi1··.i,1 + ... + wi,...i, (n)
k1.. .k, 1 ; m k, ...ks(n) ; m

1,...,n

Covariant derivatives of the e-tensor : The coordinates of the a-tensor are first
considered in the global canonical basis E. The Christoffel symbols for this basis
are zero, since the metric is constant. The partial derivatives of the coordinates of
the a-tensor in the basis E are also zero. Hence the covar iant derivatives of the
a-tensor for this choice of basis are zero. These derivatives are the coordinates
of a tensor. The coordinates of this tensor in an arbitrary basis are obtained by a
linear transformation, and are therefore also zero.
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Second covariant derivatives of a vector field : Let the local coordinates of
two neighboring points P and Q in a point space ~ n be given by (y 1, ... , yn) and
(y 1 + dy 1, .. . , yn + dy"), respectively. Let the vectors of the local basis at the point
P be b 1,... ,bn. Let the coordinates u'of a vector field be referred to the local basis
at the considered point. The tensor u(Q) at the point Q is determined using the
series expansion at the point P :

_ au k 1 a2u k m
u(Q) - u(P) + ayk dy + 2 ayk aym dy dy + ...

The first derivatives of the vector field are expressed in terms of the Christoffel

symbols f[k :

au
ayk

aui . abo
-b· + U I _ 1 =
ayk I ayk

aui
- b . + f ·

l
r
k u' b,

ayk I

The second derivatives of the vector field are expressed in terms of the additional

symbols A~m from Section 9.4.6 :

a2u a2u i
b i

aui abo aui abo
ui a2b

i+ __I + ____I +
ayk 8ym ayk aym ayk aym aym ayk ayk aym

Ui
km b i + f[m u~ k b r + rrk u~ mb, + A[km u' b,,

If the vector at the point Q is expressed in the covariant form

u(Q) = u(P) + u~ k dyk b i + u~ m dy'" b i + ~ u~ km dyk dy'" b i

then the covariant second derivatives of the coordinates of the vector field are

obtained as

Since the symbols A~kmare symmetric in the indices k and m, the covariant second
derivatives are also symmetric in the indices k and m.
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Example 1 : Covariant derivatives with respect to cylindrical coordinates

Acylindrical coordinate system with the basis vectors aj for the point space R3 is
defined in Example 1 of Section 9.4.5. The Christoffel symbols for this basis are
derived in Example1 of Section9.4.6. Let the contravariantcoordinatesof a tensor
field u in R3 be given as follows:

~
r cos (} y1

u2 = sin (} y2 8

u3 Z y3 z

The covariant derivatives of this field are given by :

1 u1 + r 1 u' + r 1 u2 + r 1 u3U;1 ,1 11 12 13

cos 8 + 0 + 0 + 0

1 u1 + r 1 u' + r 1 u2 + r 1 u3
U;2 ,2 21 22 23

-r sin 8 + 0 r sin 8 + 0

2 u2 + r 2 u' + r2 u2 + r 2 u3U; 1 , 1 11 12 13

0 + 0 + t sin 8 + 0

2 u2 + r 2 u1 + r 2 u2 + r 2 u3U;2 ,2 21 22 23

cos 8 + t (rcos 8) + 0 + 0

3 u3 + r 3 u1 + r 3 u2 + r 3 u3
U;3 ,3 31 32 33

+ 0 + 0 + 0

1 2 3 3 0U;3 U;3 U;1 U;2

cos 8

-2 r sin 8

t sin 8

2 cos 8
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9.4.8 TENSOR INTEGRALS

Introduction : Mathematical descriptions of physical states often contain inte­
grals of tensor fields and their derivatives over lines, surfaces and volumes in the
euclidean space R3. Infinitesimal line elements, surface elements and volume ele­
ments are defined to formulate such integrals. Scalar and vector integrals of scalar
fields and of tensorfields of rank 1 are defined in terms of these elements. Integrals
of general tensor fields may be defined analogously.

Tensor integrals are defined for global and for local coordinate systems. Which
form is more convenient must be decided on the merits of the individual case . The
global coordinate system simplifies the analyt ic integration, since the metric coeffi­
cients are constant, in contrast to the case of a local coordinate system. The in­
tegration range may, however, often be expressed more conveniently in local coor­
dinates than in global coordinates.

Global coordinate systems : A vector space is associated with the point space
R 3 as described in Section 9.4.2. The global basis b., b 2, b 3 of this vector space
is the same at all points of R3. Let the global coordinates of a point P of R3 be
(x 1, x2, x3 ) . Then the position vector x of P is a linear combination of the basis vec­
tors:

The metric coefficients gjm of the global basis are the scalar products of the basis
vectors, and are therefore the same at all points of R3. If the indices < i, k, m > form
an even permutation, the cross product of the basis vectors b j , bk is equal to the
dual basis vector b'" scaled by b, = det B*, and is therefore also the same at all
points of R3 .

b j• bk gik i, k, m e {1, 2, 3}

b j x bk b* bm i ~ k ~ m

b j x b j 0 sgn d, k, m s = 1

sgn d, k, m s = 1

e j • ek Ojk

ei x ek em = em

e j x ej 0

In the special case that the canonical basis E with the orthonormal basis vectors
e1, e2 , e3 and the metric coefficients (Kronecker symbols) 0im is chosen as a glob­
al basis , these relationships take the following simple form :

i, k, m E {1 , 2, 3 }
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r, :s; t :s; t2 }

t1 :s; t s t1+dt}

t E R }

A

A

A

Xi(t) b i

Xi (t) b i

Xi(t) bi

Line : A subset of points of R 3 whose global coordinates xi are continuous func­
tions xi (t) of a line parameter t E R is called a line in the space R 3 and is desig­
nated by L. A subset of the points of L whose parameters lie in a range t1 :s; t :s; t2
is called a line fragment and is designated by Ls . A subset of the points of L whose
parameters lie in an infinitesimal range t1 :s; t :s; t1 + dt iscalled a line element and
is designated by dL.

L {x (t) I x

t., {x (t) I x

dL {x (t) I x

In the vector space associated with R 3, the endpoints x (t.) and x (t, + dt) of a line
element define an incremental vector, which is designated by dx.

dx = dx' b.
I

dx' = Xi (t1 + dt ) - x'(t.)

The differentials dx' of the global coordinates are expressed as functions of the
differentialdt of the line parameter.The derivatives of the global coordinates xiwith
respect to the line parameter t are designated by xi. The length ds of the line ele­
ment dL is defined to be the magnitude of the vector dx.

dx' = dx' dt x'i dt with °i _ dx'df x-df

(ds)2 = dx· dx gim dx' dx'"

ds j gimxi xm dt

Distance alonga line : The position vector of a point on a line is a function x (t)
of the line parameter t. The increment dx of the position vector of a continuous line
is represented in the global basis b 1, b2, b3 using the derivatives Xi of the global
coordinates with respect to the line parameter :

dx c dt

c(t) = c' bi with c' (t) = ~~ i

An arbitrary point A of the line with the line parameter to is assigned the distance
s = O. Then for any point with the line parameter t1 the distance S1 from the point
A may be determined:

Sl '1

S1 f ds = f fC 0 c-dt

o '0
'I

S1 f j gim c' cm dt

'0
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Points on the line may thus alternatively be specified by the line parameter t or by
the distance s along the line. If the distance s is used, the increment dx of the posi­
tion vector may be expressed in terms of the derivatives of the global coordinates

with respect to the distance :

dx t ds

t (s) with Wi = dx i

ds

Line integrals : Let the tensor field to be integrated be given as a function of the

position vector x. Since the position vector can be expressed as a function of the
distance s along the line or as a function of the line parameter t, the tensor field
can also be specified as a function of s or t.

scalar field: u = u (s)

vector field: u = u' (s) b i

or

or

u = u(t)

u = u' (t) bi

The line integral is taken over a continuous line fragment L in the space [R3 . Like
the tensor field, the incremental line element dx is expressed either as a function
t(s) ds of the distance s or as a function c(t) dt of the line parameter t. The value
of the line integral is a scalar h if the integrand is a scalar. Otherwise the result is

a vector h.

scalar line integral of a scalar field
s2 12

h = f u(s) ds = f u(t) rc:c dt
51 11

12

f u (t) edt
11

12

f u(t) dx
i
dt

dt
11

f udx
L

hi b.
I

52

f u(s) dx
i
ds

ds
51

h

h

vector line integral of a scalar field
52

f u(s)tds
51

scalar line integral of a vector field
52

h = f u -dx = f u . t ds
L 51

52

h f u' (s) wm(S) gim ds
51

12

f U • edt
11
12

f u' (t) cm(t) gimdt

11
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h

12

f Ejkm uk (t) cm(t) dt

11

fu x dx
L

h == h. b'
I

S2

f Eikm uk(s) wm(s) ds
s ,

vector line integral of a vector field
S2

f u xt ds
Sl

0.4742

== 0.40 e1 + 0.25 e2

1

f j 4 t2 + 1 t3 dt
o
1

f t3 (2te1 + e3) dt
o

Example 1 : Line integrals

A global coordinate system (0,E) with the orthonormal basis vectors e1, e2, e3 is
chosen in the point space R3. The points x == Xi ej of a line in R3 are specified by
a line parameter t :

x t2 e1 + e2 + t e3

C == ~~ == 2te1 + e3

The scalar and vector line integrals of the scalar field u == t3 over the line fragment
os; t s; 1 are calculated :

1

h == fu~ dt ==
o
1

h == fUCdt
o

0.5000
1

J(t - O)dt
o
1

J(2 t4
- t2)dt == 0.0667

o
1

f(0 - 2t 2)dt == -0.6667
o

0.7500

h

The scalar and vector line integrals of the vector field u == t2e1 + te2 + t3e
3 over

the line fragment 0 s; t s; 1 are calculated :
1 1

h == fuoCdt f(t2e1+te2+t3e3) o(2te1+e3)dt
o 0
1

f3 t3 dt
o
1

fuxCdt
o
1

f(U 2C3 - U3C 2) dt
o
1

h2 == J(U3C 1-U1C 3 ) dt
o
1

h3 == f(U 1 c2 - u2 c1 ) dt
o
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Surface : A subset of the points of R3 whose global coordinates are continuous
funct ions Xi(s, t) of two surface parameters s, t E R is called a surface in the space
R3 and is designated by F. A subset of the points of F whose parameter lie in the
ranges Sl :5S:5 S2 and t, :5t s t2 is called a surface fragment and is designated
by FS. A subset of the points of F whose parameters lie in infinitesimal ranges
Sl :5S :5 Sl + ds and t1 :5t :5 t, + dt is called a surface element and is designated
by dF.

Xi Xi (s,t)

F {x (s,t) x = Xi b. /\ S, t E IR }
I

Fs {x (s,t) x = xi b. /\ Sl :5 S :5 S2 /\ t, :5t :5 t2 }
I

dF {x (s, t) x = xi b. /\ Sl :5S:5 Sl +ds /\ t, :5t:5t1 +dt}
I

In the vector space associated with IR 3 , the points x (s l' t 1 ) and x (s 1 + ds,t.) of a
surface element dF define a vector du , the points x (s. ,t1 ) and x (s; t1 + dt) define
a vector dw. The vectors du and dw are expressed as linear combinations of the
global basis vectors b1, b2and b3. The differentials du'are expressed as functions
of the parameter differential ds, the differentials dw' are expressed as funct ions of
the differential dt.

X
i(S

1 + ds, t1) - X
i(S1

' t1 )

x'(s. , t1 + dt) - x'(s . , t1 )

withdu' b.
I

= du" dw'" bk x b = da, bi
m I

axk axm d d b axk axm d d= E'k - - s t = * e'k - - s t
I m as at I m as at

dw

du

dw' b.
I

(Jx
i d- sas

axi dt
at

The cross product du x dw is called the area vector of the parallelogram spanned
by the vectors du and dw and is designated by da. In order to determine the coordi­
nates da, of the area vector da, the coord inate form of the vectors du and dw is
substituted into the cross product du x dw. Then the cross product b k x b m is re­
placed by Eikm b' :

da = du x dw

Surface area : The pos ition vector of a point on a surface is a function x (s, t) of
the surface parameters sand t. The incremental area vector da of a surface ele­
ment is represented in the global basis b. , b2• b3 using the derivatives of the global
coordinates xi with respect to the surface parameters:

da = cds dt

cts, t) = ci b' with ci (s,t)
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The magnitude da of the incremental area vector da is called the surface area of
the surface element dF. The area a of the surface fragment F is obtained by inte­
grating da.

da j da-da = ~ds dt

a I j Ci Cm gim ds dt

F

Surface integrals : Let the tensor field to be integrated be given as a function
of the position vector x. Since the position vector is known as a function of the sur­
face parameter sand t, the tensor field can also be expressed as a function of s
and t.

scalar field: u

vector field : u

u (s, t)

ui (s, t) b i

The surface integral is taken over a continuous surface fragment F in the space R3 .

The incremental area vector da is expressed as a function cds dt of the surface
parameters with c = ci b'. The value of the surface integral is a scalar h if the inte­
grand is scalar. Otherwise the result is a vector h.

scalar surface integral of a scalar field

h = I u da = I u (s,t)~ ds dt
F F

hi = fu(s, t) c j (s, t) ds dt

F

h

vector surface integral of a scalar field

h f u da = f u c ds dt
F F

hi b' with

scalar surface integral of a vector field

h f u- da = f u- c ds dt
F F

h IUi (s,t) cm(s, t) gim ds dt

F

IE
ikm Uk(s,t) Cm(S,t) ds dt

F

h

vector surface integral of a vector field

h Iu x da = Iu x c ds dt
F F

hi b i with
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Example 2 : Surface integrals

A global coordinate system (0, E) with the orthonormal basis vectors e 1, e2, e3 is
chosen in a point space R3.The points x = xi ei of a cylindrical surface with radius r
are specified using the surface parameters e,z :

x

c

r cos e e1 + r sin e e2 + z e3 0:5 e < 2Jt, 0:5 Z:5 a

'k aXk aXmel m - - e, = r cos e e1 + r sin e e2ae ez. I

The scalar and vector surface integrals of the scalarfield u = r(cos e + z sin e) are
calculated:

a2rr a2rr

h = If u[C:Cdedz = II r2(cose+zsine) de dz = 0
00 00
a Zn a2rr

h Ifu c de dz = ff r2 (cos e + z sin e)(cos e e1 + sin e e2) de dz
00 00

h = Jtr2a (e, +0.5 a e2)

The scalar and vector surface integrals of the vector field u = r cos e e1 + r sin e
e2 - z e3 are calculated:

a2rr a2rr
h = Ifu-c de dz ff r

2
de dz 2Jtar2

00 00
a2rr

h II u x c de dz hi e.
I

00
a2rr a2rr

h1 = ff (u 2c3-u3c 2)dedz If (0 + zr sin e) de dz = 0
00 00
a2rr a2rr

h2 = f f (U 3c1 - u1 c3) de dz f f (-zr cos e + 0) de dz = 0

00 00
a2rr a2rr

h3 f f (u 1c2-u2c1)dedz If r2 sin e cos B (1-1) dedz = 0
00 00

Volume : Let the global coordinates x1, x2, x3 of the points of the space R3 with
the global basis b 1, b2, b3be functions Xi(y 1, y2, y3) of the local coordinates v".
The set of points x E R3 is called the volume of the space R3 and is designated
by V. A subset of the points of R3 whose local coordinates lie in given ranges
y~ :5 yi :5 yk is called a volume fragment and is designated by ys- ~ su~set o~

points of R3 whose local coordinates lie in infinitesimal ranges y~ :5 yl :5 y~ + dy'
is called a volume element and is designated by dV.
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V {x X = Xi (y1, y2, y3) b i A v" E R }

Vs {X X = xi tv' .y2, y3) b i A y~ :5 ym :5 y~}

dV {X X = xi tv ' .y2, y3) b i A y~ :5 ym :5 y~ + dym}

Magnitude of the volume : Let a cuboidal volume element dV be given whose
edges are parallel to the basis vectors el ' e2, e3 of the canonical basis of IR 3.
Let the lengths of the edges be da 1, da2,da3. The determinant of the matrix whose
columns contain the edge vectors of the cuboid is called the magnitude of the vol­
ume of the element and is designated by dv.

dV= {x I x= t..ldalel+ t..2da2e2+ t..3daSe3 A O:5t..i:51}

da1

da2

da3

dv
det ill} da 1 da2 da3

Let a global basis B. of the space 1R 3 and a parallelepipedal volume element dV
whose edges are parallel to the basis vectors b. , b2, b3 be given. Let the edge
vectors be b 1dx 1, b2dx

2, b3dx
3. The magnitude dv of the volume of the parallel­

epipedon is the determinant of the matrix whose columns conta in the edge vectors
of the parallelepipedon. With det B. = b. this is expressed as follows:

dV = {x I x = t.. ldxlbl+ t..2dx2b2 + t..3dx3bs A 0:5 t..i:51}

dx1

dx2

dx3

dv
det [II

Let the coordinates of the points of the space IR s with the global basis b 1, b2, b3
be functions Xi (y 1 , y2, 'l)..?f t~e local coordinates y1, y2, y3. Let the local basis
vectors at a point x be b 1, b2. b3" Let a parallelepipedal volume element dV with
the edge vectors b1dy1, b2dy2and b3dy3 be given. The magnitude dv of the vol­
ume is the determinant of the m~trix ~hose columns contain the edge vectors of
the parallelepipedon. With det B. = b. this is expressed as follows :

x x'(y", y2, y3) b j

dx with
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dy1
I

-

dy2

dy3

dV {x I x=A1dy1b1+A2dy2b2+A3dy3b3 11 0:5 Ai:51}

dotH b, b,l ·dv

The determinant b* of a glob~ basis is independent of the coordinates x1, x2, x3.

By contrast, the determinant c, of a local basis depends on the local coordinates
y1, y2, y3 . The magnitude v of a volume fragment V may thus be determined using
the following formulas:

v = fda1da2da3 = b*fdx1dx2dx3 = fb*dy1dy2dy3
V V V

Volume integrals Let a scalar field be given as a function u(x 1, x2, x3) of the
global coordinates or as a function u(y1, y2, y3) of the local coordinates. Let the
coordinates of a vector field with respect to the basis b1,b2, b3 be given as func­
tions u'(x", x2, x3) of the global coordinates or as functions ui (y1,y2, y3) of the
local coordinates.

scalar field : u

vector field : u

u (x 1,x2, x3)

u'{x' x2 x3 )b.
" I

v

v

u = u (y1,y2, y3 )

U = ui (y1,y2, y3 )b i

The volume integrals of the scalar field and the vector field over a volume fragment
V of the space 1R 3 are alternatively determined in global or in local coordinates.

volume integral of a scalar field

h fu dv f u (x', x2, x3) b, dx1dx2dx3

V v
fU(y 1, y2, y3) b* dy1dy2dy3
V

f u' (x 1, x2, x3) b, dx1dx2dx3

V

fui tv'. y2, y3)b* dy1dy2dy3
v

volume integral of a vector field

h fu dv hi b j

v

fudv
v



www.manaraa.com

Tensors 805

Example 3 : Volume of a sphere

The spherical coord inate system (r, 8, ~) is defined in Example 2 of Section 9.4.5.
The ranges 0 ::5 r ::5 a, 0 ::5 8 ::5 2Jt, -Q.5Jt ::5 ~ ::5 O.5Jt define a spherical volume frag­
ment with radius a. The functional matrix B. contains the coordinates of the local

- - -
basis vectors b 1, b2, b3 atthe point (r, 8,~) referred to the canonical basis e 1, e2 ,

e3 . Let v be the volume of the sphere of radius a :

cos ~ cos e -r cos ~ sin e -r sin ~ case

cos ~ sin e r cos ~cos e -r sin ~ sin e

sin ~ 0 r cos ~

b. det B. = r2 cos ~

v
a 2rr O.5rrI I I r

2 cosp d~ d8 dr
o 0 --{l,S"
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9.4.9 FIELD OPERATIONS

Introduction : In the mathematical formulation of physical problems one consid­
ers infinitesimal line elements, surface elements and volume elements whose size
tends to zero. The limit of the ratio of the change of a tensor field between the end­
points of a line element to the length of the line element is called a directional deriv­
ative of the field. The limit of the ratio of an integral of a tensor field over the surface
of a volume element to the magnitude of the volume of the element is called a vol­
ume derivative of the tensor field . The operation of taking such a limit is called a
field operation.

Scalar fields and vector fields have different directional derivatives. Different sur­
face integrals of scalar fields and vector fields lead to different volume derivatives:
The vector integral of a scalar field leads to the gradient of the field, the scalar inte­
gral of a vector field leads to the divergence of the field, the vector integral of a vec­
tor field leads to the curl of the field, and the dyadic integral of a vector field leads
to the vector gradient of the field. These field operations are defined in the following
for local coordinate systems.

Coordinate system : The field operations are defined for the euclidean space
R3 and local coordinates y1, y2, y3. The coordinates x", x2, x3 of a point x in the
global canonical basis el' e2, e3 of R3 are given as functions Xi(y 1, y2, y3) of the
local coordinates. The local basis vectors b., b2, b3at the point x are determined
by partial differentiation of the position vector:

x Xl e 1 + x2e
2 + x3e

3

xi Xi(y l , y2, y3)

ax ax1 ax2 ax3

b j ay' ayi e1 + ayi e2 + ayi e3

Neighboring points of R3 are described by the differential dx of the position vector.
The total differential of the position vector depends on the differentials dyi of all 10­
cal coordinates :

dx = ax. dyi = b
1
dyl + b2dy2 + b3dy3

ay'

Tensor field : In the definition of the field operations it is assumed that the scalar
field is given as a function u(y 1, y2, y3) and the coordinates of the vector field u
are given as functions u'(y1, y2, y3) of the local coordinates. The covariant coordi­
nates ui of the vector field are determined using the metric coefficients girn of the

basis b1, b2, b3.

U u(y1, y2, y3)

U u' b j with u' = ui(y1, y2, y3)

U uj b' with ui = girn urn
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Derivative of a scalarfieldwithrespect to a vector : Leta scalar field u(y1, y2,
y3) in the euclidean space R3 and a vector a at a point xo(y1, y2, y3) of R3 be
given. For an incremental parameter ds E R, the points Xo and Xo +a ds are close
to each other. The difference of the field values u(x o +a ds) and u(x o) is divided
by ds. The limit of this quotient for ds-s-O is called the derivative of the scalar field
with respect to the vector a at the point Xo and is designated by ~~.

au = lim u(xo + ads) - u(xo)
aa ds-so ds

The derivative of the position vector x(y 1
'00" yO) with respect to the parameter s

is obtained usingthe chain rule. The relationshipbetweenthe coordinates a'of the
given vector a and the derivatives of the local coordinates yi with respect to s fol­
lows from the condition ~~ = a :

dx
ds

dx
ds

ax dy' dy'
-- = b·­
ayi ds I ds

dyi
b·­

I ds

dyi

ds

The function value u(xo + a ds) is expressedas a Taylorseries at the point Xo and
substituted into the definition of the derivative. The terms containing second and
higher derivatives of u vanish in the limit os-so since they contain a factor ds :

au dyi 1 a2u dy' dym d 2u(xo + ads) = u(x o) + - . - ds + - - - (s) +at ds 2 ayi dym ds ds

u(xo + ads) - u(xo)

ds
au .
-.a l

ay'
1 a2u .

+ - a' a'P ds +
2 ayi dym

au
aa

lim u(xo + ads) - u(xo)
ds-so ds

au .
= -.a l

ay'

The partial derivatives of the field u with respect to the local coordinates yi are
arranged in a gradientvector g. Then the derivativeof the scalar field u with respect
to the vector a is the scalar product of 9 and a :

9

au
aa g·a
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Directional derivative of a scalar field : The derivative of a scalar field u with
respect to a vector a depends on the magnitude of the vector a. However, if a unit
vector t in the direction of a is cons idered , the derivative of the scalar field depends
only on the direction of the vector t. The derivative of a scalar field u with respect
to a unit vector t = t' b j is called a directional derivative of the scalar field and is

designated by ~~ .

au lim u(x o + t ds) - u(x o)
at - ds-so ds

t·t =

The following relationship holds between the derivative of a scalar field with re­
spect to a vector a and the directional derivative with respect to the unit vector t
associated with a :

alai t II t·t = 1

au
aa g·a = [a] g·t = [a ] ~~

Maximal value of the directional derivative : The question arises for which
unit vector n the directional derivative of the scalar field is maximal. The scalar
product g. n is maximal if the direction vector n is parallel to g, and hence n is a
unit vector in the direction of g. If the magnitude of 9 is designated by g, the maxi­
mal directional derivative is equal to g.

9 gn with g Ig i

au
an g·n = q n-n g

The differential du = 9 . dx between neighboring points x and x + dx is zero if the
points lie on an isosurface u = const. Hence the vector 9 is normal to the isosur­
face . The directional derivative of the scalar field is maximal for the unit normal n
of the isosurface u = const.

Directional derivative of a vector field : Let a vector field u (y 1, y2, y3) in the
euclidean space R3 and a unit vector t at a point xo(y1, y2, y3) of R 3 be given .
The difference of the field values at the points X o + t ds and Xo with ds E R is di­
vided by ds. The limit of this quotient for ds-vO is called the directional derivative
of the vector field u at the point Xo for the direction vector t. The directional deriva­
tive of a vector field is a vector and is designated by ~~ .

au
at lim

ds-e-O
u(x o + t ds) - u(x o)

ds
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The relationship between the coord inates t' of the direction vector t and the deriva­
tives of the local coordinates yi with respect to the distance s is obtained using the
chain rule:

t ti b.
I

dx ax dyi dyi
b. t'ds - ayi dS b.-

I ds I

dyi =
ti

ds

On the line Xo + t s, the value of the vector field is a function u(s) of the distance s,
since Xo and t are constant. The value u(xo + tds) at the point x, + t s is deter­
mined using a Taylor series for u(s) at the point Xo and is substituted into the defin i­
tion of the directional derivative. The terms containing second and higher deriva­
tives of u vanish in the limit de-so since they contain a factor ds.

( d ) () au dyi d 1 a2 u dyk dym (ds)2
U Xo + t s = u Xo + - . - s + - + ...at ds 2 ayk aym ds ds

au
at lim

ds-O
u(xo + tds) - u(xo)

ds
~dyi

ayi ds

The partial derivatives of the field are expressed in terms of the covariant deriva­
tives ui ;mof the field coordinates, which are arranged in a matrix U;v- The symbol
; y identifies the covariant derivatives contained in the matrix. Then the directional
derivative of the vector field is the product of the basis 8 *,the matrix of derivatives
U;y and the direction vector t :

au 8* U t m b'- = ' y = U" tat ' I, m

n-n = 1with

Stationary values of the directional derivative : The question arises for which
unit vectors n the magnitude of the directional derivative of the vector field is sta­
tionary. These unit vectors are the eigenvectors of the matrix 8 * U; v If U; y has
the eigenstates (Pk' nk) , the magnitudes of the stationary directional derivatives

are Pk'

8* U;y n = p n

k = 1,2,3
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Local volume element: Let b 1, b2and b3 be the local basis vectors at a point
a (y 1, y2, y3) of the euclidean space IR 3. The vectors b 1dy 1, b2dy2 and b3dy3
span a parallelepipedal volume element dV. The surface of the parallelepipedon
consists of six continuous surface elements, the faces dAj of the parallelepipedon.
The elements are defined by the follow ing point sets:

dV {x = a + Sl dy1 b, + S2dy2 b2 + S3dy3 b3 a:5 si:51 }

dA 1 {x = a + + S2dy2 b2 + S3dy3 b3 os Sj :51 }

dA2 {x = a + Sl dy1 b 1 + + S3dy3 b3 os Sj :51 }

dA3 {x = a + Sl dy1 b, + S2dy2 b2 + a:5 Sj :51 }

dA4 {x = a + dy1 b. + S2dy2 b2 + S3dy3 b3 a:5 sj:51 }

dAs {x = a + s, dy1 b 1 + dy2 b2 + S3dy3 b3 os si:51 }

area dA1,dA4 da 1

area dA2,dAs da2

area dA3,dA6 da3

magnitude dV dv

The outwardly directed area vectors da' of the faces dAj of the parallelepipedon,
the surface areas da' of the faces dAj and the magnitude dv of the volume of the
element dV are determined according to Section 9.4.8 and expressed in terms of
the basis determinant b* =det B* and the metric coefficients gim= b

j
• b'" .

faces 1 and 4 -da1 da" (b 2dy2) x (b3dy3) b 1b*dy2 dy3

faces2and5 .,..da2 das (b 3dy3 ) x (b 1dy1 ) b2b*dy3dy1

faces 3 and 6 -da3 da6 (b, dy 1 ) x (b2dy2) b3b* dy1 dy2

da" j911 b, dy2 dy3

das j922 b, dy3 dy1

da6 j933 b, dy 1 dy2

b, dy1 dy2 dy3

Gradient of a scalar field : Let a scalar field u(y 1, y2, y3) in the euclidean space
1R 3 be given. A point P of the space is enclosed in a piecewise continuous, closed
surface F. The vector integral of the scalar field u over the surface F is divided by
the magnitude v of the volume enclosed by F. If the limit of this quotient for v-so
exists, it is called the gradient of the scalar field at the point P and is designated
by grad u.

grad u lim -v1 f u dav-a
F
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If the surface of a parallelepipedal volume element is chosen as the enclosing sur­
face, the surface integral is equal to the sum of the surface integrals over the six
faces of the parallelepipedon. On each face the direction of the surface normal is
constant. The vector integral of the scalar field over the surface F then takes the
following form :

u da"

uda' +

uda2 +

(u + aU
1

dy 1) da 1 ­
ay

(u + aU
2

dy2) da2 ­
ay

(u + aU
3

dy3) da3 ­
ay

:~i b' b, dy1 dy2 dy3

Ju da
F

u ·,I

bi

Ju da =

F

Substituting this integral and the magnitude dv = b, dy 1 dy2 dy3 of the volume into
the definition of the gradient yields the differential form of the gradient :

au · .
grad u = -. b' = u . b'

ay' "

partial derivative of the scalar field u(y 1, y2, y3) with respect to yi

local basis vector

The gradient g defined for the derivative of a scalar field u with respect to a vector
and the gradient grad u defined here are identical.

Tensor character of the gradient : The local basis B* is transformed into B* =

B* A usin~ the matrix A. The coefficients of A are designated ~ a~ k' ~he coeffi ­
cients of A = A-1 by a.km and the local coordinates for the basis B* by y'.Accord­
ing to Sections 9.2.6 and 9.4.4, the following transformation rules hold for the basis
vectors and the partial derivatives :

ilk ak b m
.m

. au
a' ­

.k ayi

SUbstituting these rules into the definition of the gradient shows that the gradient
is a tensor.

grad u i au -k b'"a - a.k ayi .m
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Divergence of a vector field : Let a vector field u with the coordinates u'(y1, y2,
y3) in the euclidean space R3 be given. A point P of the space is enclosed in a
piecewise continuous, closed surface F. The scalar integral of the vector field u
over the surface F is divided by the magnitude v of the volume enclosed by F. If
the limit of this quotient for v-a exists , it is called the divergence of the vector field
at the point P and is designated by div u. The divergence is a scalar and therefore
a tensor.

div u = lim 1 fu 0 da
V~O v

F

If the surface of a parallelepipedal volume element is chosen as the enclosing sur­
face, the surface integral is equal to the sum of the surface integrals over the six
faces of the parallelepipedon. On each face the direction of the surface normal is
constant. Hence the scalar integral of the vector field over the surface F is given
by

fuoda
F

(u i + U~1 dy") bi
o da1

­

(u ' + u ~ 2 dy2) b j 0 da2 -

fuoda =

F

Substituting this integral and the magnitude dv = b. dy1dy2 dy3 of the volume into
the definition of the divergence and using b i 0 b'" = &rn yields the differential form
of the divergence :

div u - u' - U1 + u2 + u3
- ; i - ; 1 ; 2 ;3

u[ m covariant derivative of u' with respect to ym

Curl of a vector field: Let a vector field u with the coordinates Ui (y1, y2, y3) in
the euclidean space R3 be given. A point P of the space is enclosed in a piecewise
continuous, closed surface F. The vector integral of the vector field u over the
surface F is divided by the rnaqnitude v of the volume enclosed by F. If the limit of
this quotient for v-a exists , it is called the curl of the vector field at the point P and
is designated by rot u.

rot u = lim 1 fda x u
V~O V

F

The order of the factors da and u is chosen for historical reasons; it determines the
sign of the curl. If the surface of a parallelepipedal volume element is chosen as
the enclosing surface , the surface integra l is equal to the sum of the surface inte­
grals over the six faces of the parallelepipedon. On each face the direct ion of the
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vector field is considered to be constant. Then the vector integral of the vector field
over the surface F is given by

fda x u (u , + ui ; 1dy1) da1x b' - Ui da1x b' +

F (u, + Ui ; 2 dy2) da2 x b' - Ui da2 x b' +

(u, + Ui; 3dy3) da3 x bi - Ui da3 x b i

fda x U = ui; m b'" x bi b. dy1 dy2 dy3

F

Substituting this integral and the magnitude dv = b. dy1 dy2 dy3 of the volume into
the definition of the curl yields the differential form of the curl :

rot U uj ; m b'" x b'

ui; m covariant derivative of ui with respect to ym

The double sum is written out for i, m = 1,2,3. The differences uj ; k - Uk; i of the
covariant derivatives are replaced by the differences ui , k - uk, i of the partial de­
rivatives using the relationship between the covariant and partial derivatives and
the Christoffel symbols r~ from Section 9.4.7.

rot U = (U2;1-U1 ;2)b1 x b2+ (u3;2-u2;3)b2 xb3+(U1 ;3-U3;1)b3xb1

Ui;k-Uk;i = (ui,k-r~um)-(uk,i-r~um) = ui ,k-Uk,i

The cross products of the basis vectors are replaced by dual basis vectors and the
basis determinant b" = det B·. For example, b1x b2 = b" b3. The permutation
tensor f ikm = b"eikm allows an alternative differential formulation of the curl:

rot U f ikm Uk,i bm = fikm Uk; i bm

uk,i partial derivative of Uk with respect to yi

Tensor character of the curl : At a point P of a point space Rn, let B. be the
basis for a local coordinate system (y1,..., yn), and let B. be the basis for a local
coordinate system (z1,..., z"). Let th~ coordinates of a tensor field of rank 1 be uj

in the basis B. and ui in the basis B• . Let the coefficients of the transformation
matrix A in the coordinate transformation B. = B. A be a' k' According to Sections
9.2.6 and 9.4.7, the following transformation rules hold for the basis vectors and
the covariant derivatives of the tensor coordinates :

bi ai b k
. k

-r -s -
ui;k a. i a. k ur; s

Substituting these rules into the first differential form of the curl shows that the curl
is a tensor:

rot U

rot U
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Gradient of a vector field : Let a vector field u with the coordinates ui(y 1, y2,
y3) in the euclidean space R3 be given. A point P of the space is enclosed in a
piecewise continuous, closed surface F. The integral of the dyad da uT over the
surface F is divided by the magnitude v of the volume enclosed by F. The limit of
this quotient for v-s-O is called the gradient of the vector field (vector gradient) at
the point P and is designated by dya u.

dya u = lim 1 fda uTv-a V
F

If the surface of a parallelepipedal volume element is chosen as the enclos ing sur­
face, the surface integral is equal to the sum of the surface integrals over the six
faces of the parallelepipedon. On each face the direction of the vector field is con­
sidered to be constant. The integral over the surface F in the expression for the
gradient dya u of the vector field is then given by

fda uT = (u, + uj ; 1 dy 1) da1 (b i)T - ui da1 (b i)T +
F

(u, + ui; 2 dy2) da2(b i)T - ui da2 (b i)T +

(u, + Ui;3 dy3) da3(b i)T - Uj da3 (bi)T

fda uT = ui .m b'" (b i)T b. dy 1 dy2 dy3

F

Substituting this integral and the magnitude v = b. dy 1 dy2 dy3 of the volume into
the definition of the vector gradient yields the differential form of the gradient:

dya u = ui ;m b'" (b')"

The coordinates of the gradient of a vector field are the covariant derivatives of the
vector coordinates. Since the covariant derivat ives are the coordinates of a tensor,
the gradient of a vector field is a tensor of rank 2.

_ ap
P, i ayiwith

with

Summary of the field operations : The field operations for a scalar field p(y1,

y2, y3) and a vector field u(y1, y2, y3) are defined in the preceding sections . The
differential forms of these field operations are compiled in the following.

gradient of a scalar field:

u = gradp = p,ibi

divergence of a vector field:

c = div u u ~ i

curl of a vector field:

r = rotu with Eikm U = Eikm Um,k m;k

gradient of a vector field :

o = dya u = Uk'i b' (bk)T with
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Example 1 : Field operations in cartesian coordinates

The cartesian coordinate system (x 1, X2, x3) leads to the orthonormal basis vec­
tors e1, e2, e3. Since the dual basis vectors ei and ei are equal, the dual coordi­
nates u'(x" , x2, x3) and ui(x1, x2, x3) of a vector field u are also equal. The
covariant derivatives of the vector field coincide with the partial derivatives, since
the basis E is global.

scalar field p = p (x1, x2, x3)

vector field

gradient

divergence

curl

grad p =

div u

rot u

~e1 + ~e2 + ~e3
ax1 ax2 ax3
au1 au2 au3 .-+-+- = u'.ax1 ax2 ax3 , I

c' e. with c' = eikm u
I m,k

gradient dya u

p(r,8,z)

u' (r,8, z) b i

p

vector field: u

Example 2 : Field operations in cylindrical coordinates

The cylindrical coordinate system (r, 8, z) and its Christoffel symbols are defined
in Examples 1 of Sections 9.4.5 and 9.4.6. The covariant basis vectors b i are the
partial derivatives of the position vector x with respect to the local coordinates
r,8, z. The contravariant basis vectors bm are determined using the condition
b j,bm = 6j.

scalar field

basis b,

metric G.

1 0 0

0 r2 0

0 0 1
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coordinates

gradient

divergence

curl

vector gradient

9.4.9 Tensor Analysis : Field Operations

Uj kgik U

U1 u1 U2 = (r)2u2 U3 = u3

grad p ap b ' + ap b2 + ap b3
ar as az

ap b + .l, ap b + ap b
ar 1 r2 as 2 az 3

div u = 1 + 2 u3
U;1 U;2 + ;3

1 =~ + r 1 um aU1
U ;l ar 1m ar
U2 = aU2 + r 2 Um au2

+ U1
;2 as 2m ae r

U3 = aU3 + r 3 Um aU3
;3 aZ 3m az

rot u = b* eikm U b. = c' b.m,k 1 I

c' =
1 ( au3 _ au2) 1 au3 au2

rae r-
r as az az

c2 1 (~_ au3) 1 au1 1 au3
r az ar raz rar

c3 1 ( au2 _ au1) au2 _ 1 au1 + 2 u2r -r ar ae ar r ae

uj;k = u. k - r~ umI , 1

u,

1 U2 U1,3U1,1 U1,2 - r

U2,1 - !U U2,2 + rU 2 U2,3r 2

U3,1 U3,2 U3,3

U1 U1 - ru2 u 1
,1 ,2 ,3

( r)2 u2 + ru2 (r)2 u2 + ru 1 (r)2 u2
,1 ,2 ,3

u3 u3 u3
,1 ,2 ,3
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Example 3 : Field operations in spherical coordinates

The spherical coordinate system (r, 8, p) and its Christoffel symbols are defined in
Examples2 of Sections9.4.5 and 9.4.6.The covariantbasisvectors b j are the par­
tial derivatives of the position vecto r x with respect to the local coordinates r, 8, p.
The contravariant basis vectors b'" are obtained using the condition b j • bm = b~.

scalar field

vector field

p

u

cos p cos o -r cos ~ sin 0 - r sin ~ cos O

basis b1 = cos B sinO b2 = r cos ~ cos 0 bs = -r sin ~ sin O

sin ~ 0 r cos ~

b1 = b1 b2 = 1 b bS = 1- bsr2 cos- p 2 r2

b. = det B. = r2 cos p • • 1b = det B = - sec p
r2

metric G. =

1 0 0

0 r2cos2 ~ 0

0 0 r2

coordinates : uj = kgik U

u1 = u1 u2 = (r)2 cos2p u2 Us (r)2US

gradient grad p ap b1 + ap b2 + ap bS
ar a8 ap
ap b + 1- sec2p ap b + 1 ap
ar 1 r2 a8 2 r2 ap bs

divergence div u 1 + 2 + USU;1 U;2 ;s

U1 = Q1!2. + r 1 um aU1
;1 ar 1m ar

U2 = aU2
+ r 2 Um aU2

+ U1
- US tan p;2 a8 2m as r

US = auS + r S Um aUS
+ U1

;S ap Sm aif r
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curl

9.4.9 Tensor Analysis : Field Operations

rot u = b* eikm u k b. = c' b.m, I I

1 au au " 3 " 2 .
C1 = - sec ~ (_3 - _2) = sec ~ QJL - cos ~ QJL + 2 sin ~ u2

r2 as a~ as a~

c3 = -1 sec ~ (au2 _ au 1 ) = cos ~ au2
- -1 sec ~~ + gcos ~ u2

r2 ar as ar r2 as r

vector gradient :
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9.4.10 NABLA CALCULUS

Introduction : The representation of field operations in local coordinate systems
leads to complicated expressions which impede the understanding of the mathe­
matical formulation of physical problems. A simplified notation which facil itates un­
derstanding is therefore introduced by def ining the nabla operator and the Laplace
operator, The rules of calculation for these operators are called the nabla calculus.
In actual calculations the operators are replaced by their forms for the coordinate
system being used.

Nabla operator : The representation of spatial field operations is simplified by
introducing the nabla operator. The operator is the sum of three terms ; each term
is the product of a local basis vector b ' and a partial derivative operator a/ ay j :

V' := b 1 ---.L + b2 ---.L + b3 ---.L
ay1 ay2 ay3

A knowledge of the basis B* is sufficient for constructing the nabla operator. Note
that the derivatives of the position vector x with respect to the local coordinates
y1, y2, y3 used in the nabla operator do not yield the basis vectors b' of the nabla
operator, but rather the dual basis vectors b m . Using the nabla operator, the field
operations may be expressed as products:

gradient of a scalar field V'p grad p

divergence of a vector field V' •u div u

curl of a vector field V' x u rot u

gradient of a vector field V'uT dya u

Proof : Action of the nabla operator

+ b3 ---.L ) • uay3

b3 1.!!
ay3

. 3u! 3 b . b j

V'·u

(1) The gradient of the scalar field p(y1, y2, y3) is the tensor product of the nabla
operator with the scalar field p :

V'p = ~ b 1 + ~ b2 + ~ b3 = grad p
ay1 ay2 ay3

(2) The divergence of the vector field u (y 1, y2, y3) is the scalar product of the
nabla operator with the vector field u. The partial derivatives of the local basis
vectors are expressed in terms of the covar iant derivatives. With u, k = u ~ k b i
this yields:

V'.u (b 1 ---.L + b2 ---.L
ay1 ay2

b1 • 1.!! + b2 • 1.!! +ay1 ay2

i 1 i 2u; 1 b • b j + U; 2 b • b j +
1 2 3 d'U; 1 + U; 2 + U; 3 = IV U
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grad (u • w) =

div (u x w)

rot (u x w)

(3) The curl of the vector field u (y 1, y2, y3) is the cross product of the nabla oper­
ator and the vector field u. The cross product is expressed in terms of the per­
mutation tensor Eikm of the basis B*.

V' x u = E
ikm Uk 0 bm

"
V' x u = rot u

(4) The grad ient of the vecto r field u (y 1, y2, y3) is the tensor product of the nabla
opera tor and the vector field u. The partial derivatives of the local basis vec­
tors are taken into account by using covar iant derivatives of the coord inates
of the vector field.

(b 1 -iL + b2 -iL + b3 -iL) (u b ' + U b2 + U b3)Tay 1 ay2 ay3 1 2 3

b' (u 1 " j b ' + U2 0 i b2 + u3 0 i b3 )T = Umoj b' (bm)T
I , , I

dya u

Rules of calculation for differential operators : The rules are written for scalar
fields p and t and vector fields u and w. The formulations using the operators grad,
div, rot, and dya are equivalent to the formulations conta ining the nabla operator.

(R1) Sums of tensor fields

V'(p + t) V'p + V't <0> grad (p + t) grad p + grad t

V' • (u + w) V'· u + V'. W <0> div (u + w) div u + divw

V'x (u + w) V' x u + V' x w <0> rot (u + w) rot u + rotw

V'(u + w)T V'uT + V'wT <0> dya (u + w) dya u + dyaw

(R2) Products of tensor fields

V'(pt) p V't + t L\p <0> grad (pt) = P grad t + tgrad p

V' • (pu) = V'p. u + ov- U <0> div (pu) = grad p' u + p div u

V' x (pu) = V'p x u + p V' x U <0> rot (pu) = grad p x u + prot u

V'(pu)T = V'p u" + pV'uT <0> dya (pu) = grad pUT + pdyau

(R3) Products of vector fields

grad (u • w) = (dya u) w + (dya w)u

div (u x w) w • rot u - u • rot w

rot (u x w) (dya u)Tw - (dya w)T u + u div w - w div u

These rules of calculat ion may be conven iently expressed using covar iant
derivatives of the coordinates of the field :

k k i(uk;i w + u wk;i)b

E
ikm(uk ; i wm + Uk Wm)

(u' wk - Uk w' ). k b i
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Note : The nabla operator V is written as a vector in these expressions. However,
one must always keep in mind which quantity the derivatives are acting on. Expres­
sions with nabla operators are generally not commutative.

Proof : Rules of calculation for differential operators

V 0 (u + w)

(R1) Sums of tensor fields

V(p +t) (b i ..L)(p +t)
ayl

vp + Vt

(bi..L) o(u bk + w b'")
ayl k m

'lou + Vow

V x (u +w)

V(u + w) T

(b i..L) x (u bk + w b'") = u .' b i x bk + W .' b' x b'"at k m k ;1m,I

Vxu + V xw

(b i a~i )( U k bk + wm bm ) T = Uk ;i bi(bk)T + Wm;i bi(bm)T

VuT + VwT

(R2) Products of tensor fields

V(pt) b' a(p~) = p b' ~ + t b' ap.
ayl ayl ayl

pvt + tVp

Vo (pu) = (bi a~i ) o (P Uk bk) p u: i + u' P,i

p(Vou) + vo-u

V x (pu) =

V(pu) T

(bi..L) x (p u bk)
ayl k

p(V x u) + Vp x u

(bi -L)(pu bk)T
ayl k

pVu T + Vp U T

ikm ( ) be p uk ; i m
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(R3) Products of vector fields

V'(u 0 w) (b i a~i ) (Uk wk)
= Uk; i wk b' + Uk Wk;i b i

(dya u) w Uk; i b' (bk)T 0 (WSb s ) Uk; i wk b'

(dya w) u wk ' i b' (bk)T 0 (US bs ) wk; i Uk b'

grad (u 0 w) V'(uow) = (dya u) w + (dya w) u

V'(u x w)

div (u x w)

(bi-L)o(ESkm U W b) =ayl k m S
ikm ( + )E uk ' i Wm uk Wm ' i, ,

W 0 rot u + U 0 rot w

( ikm )
E Uk Wm ; i

ikm( r S) bE Ersm U W ; k iV' x (u x w)

(dya u) T w

(dya w) T u

rot (u x w)

(bk ...L ) x ( E u' WS b'")ayk rsm

() ~ ()~ - ()~ ()~) (u' WS); k b i (u' wk);k b i - (Ukw'). k b i
i k i k . k

+ udivw (U;kW +U w;k)bi = (uw );kbi

+ dl (i k + i k)b - (u" i) bw IVU W;k U W U;k i - U W ; k i

(dya U) T w - (dya W) T u + u div w - w div u

Laplace operator : Repeated application of the nabla operator leads to different
compositions of the differential operators already defined . However, the scalar
product V' 0 V' of the nabla operator with itself cannot be expressed as a composi­
tion of two of the operators grad, div and rot. The Laplace operator /),. = V' 0 V' is
therefore introduced. This symbolic operator may be applied to scalar and vector
fields .

V' 0 (vp) div grad p /),.p

V' x (vp) rot grad p 0

(V' 0 V')u /),.u grad div u - rot rot u

V'(V' 0 u) grad div u /),.u + rot rot u

V' o(V' x u) div rot u 0

V' x (V' x u) rot rot u grad div u - /),.u

The Laplace operator /),. is applied to a vector u = umb'" by applying it to each
coordinate umof the vector:

Ap = ik ith rm
up; ik 9 WI P; ik = p ik - ik P,m

/),.u = /),.u m b'" with /),.um = um; ik gik

gik metric coefficients of the basis B*
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o
div rot u

Proof : Compositions of the nabla operator

rot grad p £ikm P, ik bm = 0

example m = 1 (£231 P + £321 P )b,32 ,23 1

div (e ikm U . b ) £ikm U ' 0k;1 m k;lm
example k= 1 (£312 U1;32 + £21 3 U1;23)= U1;32-U1;23 0

Applying the Laplace operator to a scalar field p yields the contracted product
of the c(:lVariant second derivatives P; ik of the scalar with the metric coeffi­
cients s" :
~p (b k~) • (b i ap, ) = p. bi• bk

aYi~ ay' , Ik

~p P; ik 9

The remaining three formulas conta in ~u and differ only in the arrangement
of the terms on the two sides of the equat ion. It suffices to prove on of these
formulas.

rot u

rot rot u

£ikm U . b = s"gkS gmt e U . bk;1 m rst k;1 m
£ gir us, b'rst ; I

£jkm W , b
k ;] m

£mjk e gir us.. b
rsk ; IJ m

(bm bj - bm bj ) gir us.. b
r S S r ; IJ m

gim us, b - gir u~ b
; IS m ; Ir m

US bi - gir U . b'"
; IS m ; tr

rot rot u grad div u - ~u

Example 1 : Form of the nabla operator in various coordinate systems

The unit vecto rs e1, e2, e3are chosen as a basis for the cartes ian coordinate sys­
tem x" , x2, x3.Forthe cylindrical coordinate system r, e, z and the spherical coord i­
nate system r, e, ~ , the covar iant basis vectors b. , b2, b3 are obtained by taking
the partial derivative ax/ayiof the position vecto r; the contravariant basis vectors
b 1, b2, b 3 are determ ined by the duality condition bi• b'" = b~.

genera l

cartesian
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cylindrical x1 r cos e y1 radial distance

x2 r sin e e y2 angle

x3 = z Z y3 axial distance

cos e _1 sin e

b ' =0r

b 1 sin e b2 = f cos e
0 0

Vp b ' ap + b2 ap + b3 ap
ar a8 az

spherical x1 r cos ~ cos 8 y1 radial distance

x2 r cos ~ sin 8 8 y2 azimuthal angle

x3 r sin ~ ~ y3 polar angle

cos Bcos a -f seep sine -f sinjl cosf

b1 cos ~ sin e b2 = f secScos B b3 = -f sin ~ sin e
sin ~ 0 f cos B

Vp = b 1 ap + b2 ap + b3 ap
ar a8 a~

Example 2 : Form of the Laplace opera tor in various coord inate systems

The Laplace operator is obtained using the general formula. The metr ic coeffi­
cients gik are determined with the basis vectors b i of the preceding example. The
Christoffel symbols in the cova riant derivatives are taken from Examp les 1 and 2
of Section 9.4.6.

general

cartesian

cylindrical

~p

~p

~p

- r

otherwise gik = 0

otherwise r~ = 0

sphe rical

~p

g22 = ~ sec2~ g33 = ~ otherwise gik = 0
r2 r2

- r cos" ~ r~3 = - r r~2 = sin ~ cos ~ otherwise r~ = 0
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9.4.11 SPECIAL VECTOR FIELDS

Introduction : A vector field is said to be special if the values of its coordinates
have certain properties . The coordinates of a general vector field do not possess
these properties . Conservative, irrotational, source-free and solenoidal vector
fields are defined in the following. The problem of finding such fields leads to the
differential equations of field theory, in particular to the differential equations of
Laplace and Poisson.

Potential of a vector field : Assume that at every point of the space 1R 3 with the
local coordinates y1, y2, y3 the gradient of a scalar field p(y) is equal to the vector
field u(y). Then the scalar field p is called the potential of the vector field u. The
potential is only determined up to an additive constant c.

u uj b' = grad p

Conservative vector field : A vector field u is said to be conservative if the value
of the scalar line integral of the vector field depends only on the endpoints x1=

x(y1)and x2 = X(Y2) of the line. Every closed line integral of a conservative vector
field is therefore zero.

u is conservative = f u •dx = 0

A vector field u for which a potent ial p can be specified is conservative. The value
of the line integral of the vector field u between given endpoints x1and x2depends
only on the values P1 =p(x1) and P2 = p(x2) of the potential at the endpoints :

X2 X2 X2

f u-dx f grad p-rix = f ( ,p. b' ) • (b dy'")
X1 X1 X1

ayl rn

X2 X2 P2

f u-dx f ap dy' f dp = P2- P1ayl
X1 X1 P1

Irrotational vector field A vector field u(y1, y2, y3) is said to be irrotational if
its curl is zero at every point of IR 3. The vector gradient of an irrotational field is
symmetric .

u is irrotational := rot u 0

E
ikrn

u rn ; k bi = 0 = u k ; rn Urn ; k

A conservative vector field u is irrotational. To prove this, consider the curl of the
gradient of the potential p of the vector field:

u = grad p 1\ rot grad p = 0 = rot u = 0
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Source-free vector field : A vector field u( y1, y2, y3) is said to be source-free
if its divergence is zero at every point of R3. The trace of the vector gradient of a
source-free vector field u is therefore zero. However, the vector gradient of a
source-free field is not necessarily antisymmetric.

u is source-free := div u o

tr(dyau) = u\ +U~2+U~3 0

Solenoidal vector field : Avector field u(y1, y2, y3) is said to be solenoidal if its
vector gradient is antisymmetric. A solenoidal field is source-free.

u is solenoidal := ui ; k

div u = gik uk"l - _gik U- i ; k

-Uk ; i
_ ik

g Uk; i = 0

Eikm r'

Ei12 r'

Ei21 r'

The increment du of a solenoidal field is orthogonal to the curl r = rot u of the field
and to the increment dx of the position vector:

dx dy' b i

r r' b . with r' = Eikm U
I m;k

du duob' with du, uj • k dyk and um;k
1 i= :2 Eikm rI

r-du = dx-du = 0

Proof: Propert ies of a solenoidal vector field

r1 E1km U (U3;2 u2;3)b*m t k

r2 E2km U (U1;3 U3· 1)b*m i k

r3 E3km U (U2; 1 U1·2) b*m;k

The contracted product of the permutation tensor Eikmand the curl r' is exemplarily
calculated for k = 1, m = 2 and for k = 2, m = 1 :

e1km(U3;2) - U2;3 + e2km(u 1;3 - u3; 1) + e3km(u2 ; 1 - u1;2)

e312(u2 ;1-u1 ;2) 2U2;1

e321(u2 ;1-u1 ;2) 2U1;2

The relationships Ei23 r' ~ 2 u3 ;2 and Ei31 r' = 2 u1;3 are obtained in analogy
with the relationship Ei12 r' = 2 u2; l' The covariant derivatives of the coordinates
of the solenoidal field may therefore be expressed as a contracted product of the
permutation tensor and the curl of the field:

1 i:2 Eikm r
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The orthogonality of the vector du to the vectors rand dx follows by substituting
the expressions for the increment du :

r-du r' u dyk 1 e, r' r'" dyk 0k ; i 2 ikrn

dx -du U dy' dyk 1 s, rm dy' dyk 0k ; i 2 ikm

Laplace's differential equation : A scalar field p(x) whose gradient is a source­
free and irrotational vector field is to be determined. The gradient of every continu­
ous scalar field is irrotational. However, the gradient of the scalar field is source­
free only if the scalar field satisfies the Laplace equation ~p = O.

u = grad p

rot u £ikm a2p
0b.

ayk aym I

div u div grad p ~p

div u 0 = ~p 0

Harmonic functions A function is said to be harmonic if it satisfies the Laplace
equation. The solution of the Laplace equation on a given domain V is determined
by the values prescribed on the boundary aV of the domain (boundary conditions).
The following cases are distinguished according to the type of boundary conditions
imposed :

Dirichlet problem The scalar field p(x) takes prescr ibed values Po(x) on
the boundary aVo

~p 0 for x EV

p Po for x E av

Neumann problem The derivative of the scalar field p(x) in the direction of
the unit normal of the boundary av takes prescribed
values to(x),

~p 0
ap _ t
an - 0

for x EV

for x E av

General problem A linear combination of the scalar field p(x) and its
derivative in the direction of the unit normal of the
boundary av with given coefficients a(x) and b(x)
takes prescribed values Co (x).

~p

ap +b ~~

o ~r XEV

Co 1\ a2 + b2 ~ 0 for x E aV
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Poisson's differential equation : A scalar field p(x) whose gradient has a given
divergence (source density) q(x) at every point x of a domain V is to be determined.
This scalar field satisfies the Poisson equation . Due to the term q(x) the equation
is inhomogeneous, in contrast to the Laplace equation.

div u = div grad p = i1p = q(x)

The solution of the Poisson equation for a given domain V and a given source den­
sity q(x) is determined by the values prescribed on the boundary avof the domain
(boundary conditions).

Vector potential : A vector field u which has a given curl (vorticity density) w(x)
at every point x of a domain V is to be determined. Since the curl of the field u must
satisfy the equation div rot u = 0, the function w(x) cannot be chosen arbitrarily :
It must satisfy the condition div w = O.

rot u = w /\ div rot u = 0 =:> divw = 0

i1a = -rot u = -w

If the ansatz u = rot a with diva = 0 is chosen for the field u, the vector field a must
satisfy a Poisson equation. In analogy with the scalar potential p, which also satis ­
fies a Poisson equat ion, the field a(x) is called the vector potential of the field u(x).

i1a = grad diva - rot rot a

u = rot a /\ diva = 0 =:>

It follows from i1a = -w that the inhomogeneity - w is the source density of the field
a. The field u and the vorticity density ware obtained by differentiating the vector
potential a.
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9.4.12 INTEGRAL THEOREMS

Introduction : It is often conven ient to exploit the relationships between volume
integrals , surface integrals and line integrals of tensor fields in the mathematical
formulation of physical problems. The theorems of Gauss, Stokes and Green
describe these relationships .

In order to formulate Gauss ' theorem, a control volume with a closed surface is first
defined in the space R3. The integral of the divergence of a vector field over the
control volume is equal to the scalar integral of the vector field over the surface of
the control volume.

In order to formulate Stokes ' theorem, a contro l surface with a closed boundary
is first defined in the space R3. A definite relationship between the surface normal
and the orientation of the boundary is established. The scalar integral of the curl
of a vector field over the control surface is equal to the scalar integral of the vector
field over the oriented boundary.

Green's theorems follow from Gauss' theorem if the vector field is replaced by the
product of a scalar field and the gradient of another scalar field. Green 's theorems
are particularly useful for representing potential fields.

Control volume: Let a subspace V of the euclidean space R3 be connected.
Let the boundary F of the subspace consist of one or more surface fragments
which are piecewise continuous. Let the global coordinates x1, x2, x3 of the points
of the subspace V in the canonical basis e1, e2 , e3 of the space R3 be bounded .
Then the subspace V is called a control volume in the space R3 .

Surface normal : The direct ion of the unit normal n of a surface F in the euclid­
ean space R3 is not uniquely determined. If n is a normal of F at the point x, then
-n is also a normal of F at the point x . The formulation of Gauss' theorem requires
a distinction between the normals nand -no

The boundary of the control volume V consists of piecewise continuous surface
fragments F l ' F2' .. . . At the inner points of a surface fragment Fj , the direction of
the normal n is chosen such that for a sufficiently small magnitude da > 0 none of
the points x + n da belong to the volume V. The normal n is therefore directed
outwards. On the boundary of Fi , the normal n is the limit of the normals of the
neighboring points in Fj •

Note : The parametric representation of surfaces in Section 9.4.8 fixes the direc­
tion of the surface normals n. This is due to the fact that the surface parameters
(s, t) of the point coordinates x'(s, t) form an ordered pair and the area vector is de­
fined using the cross product da = du x dw, where du contains the derivatives of
the position coordinates xi with respect to sand dw contains the derivatives with
respect to t.
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Example 1 Control domain in the space R2

'--..-- - - - - - - - - - - - - - - - - - - .
x l

Consider the control domain K in the euclidean plane R2 . The boundary R of the
control domain consists of the closed curves R1 and R2 . The unit normals n1 and
n2 of the boundary curves are directed outwards . The space R2 is divided into
strips of width b with the axis e1. The intersection of one of these strips with the
control domain consists of the three substrips AB, CD and EF. An integral over K
is replaced by the sum of the integrals over such substrips.

Integral of a partial derivative : Let a continuous scalar field p(x) be given in a
control volume V. Assume that the partial derivatives P,rn of the scalar field exist
and are continuous. The integral I of a certain partial derivative P,i over the control
volume is to be determined :

I = I ap. dv
ax'v

i = 1,2,3

Ie =

The space R3 is partitioned into infinitesimal prisms whose axes are parallel to the
basis vector ei. The intersection of one of these prisms with the control volume
generally consists of several subprisms. First the contribution Ie of a subprism Ve
to the desired integral I is determined.

f ap. ds dx(i) = P ds IA2
ax(l) A

Va 1

area of the cross section of Ve with normal ei
end surfaces of the subprism Ve

The end surfaces A1 and A2 of the subprism Ve are parts of the surface F of the
control volume . Let da, and da2 be the outer area vectors of the end surfaces. The
component of da2 in the direction of the prism axis ei is the area vector e j ds of the
cross section ; the corresponding component of da, is the inverse vector - ei ds.
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ds -ei , da, = e i , da2

Ie P2 ei,da2 + Pl ej,da1

P1' P2 values of p on the infinitesimal end surfaces A1, A2

The contributions Ie of the subprisms which belong to the control volume are
added. The union of the end surfaces Ai of these subprisms is the surface F of the
control volume. In the limit da ~ 0 the volume integral I becomes an integral over
the closed surface F.

I = I (P1 e·, da, + P2 e·, da2)e I I

f p.j dv = f P ei, da
v F

The area vector da is expressed as a product n da of the unit normal n = nk ek and
the surface area da. Substitution yields the coordinate form of the transformation
rule :

f P,i dv = f P ni da
v F

ni coordinate of the outer unit normal n of the surface F

Gauss' theorem : Let a vector field u(x) be given in a control volume V.Assume
that its coordinates u' are continuous and that the partial derivatives u' m of the
coordinates exist and are continuous. Then the integral of the divergence of u over
the volume V is equal to the scalar surface integral of u over the surface F of the
control volume.

f div U dv = f u - da
v F

The area vector da may be replaced by the product of the unit normal n and the
surface area da. This yields the coordinate form of Gauss' theorem in local coordi­
nates:

f u' .dv = f u' n. da; 1 1

V F

u' j covariant derivative of the coordinate u' with respect to yi

nj coordinates of the outer unit normal n of the surface F
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f div u dv
v

Proof : Gauss' theorem

The proof is carried out in global cartesian coordinates using partial derivatives.
The tensors div u and u •da may then be expressed in arbitrary local coordinate
systems, so that the theorem also holds for local coordinates.

f (au1 + au
2 + au

3
) dv f Q..lJ2. dv + f au

2
dv + f au

3
dv

ax 1 ax2 ax3 ax 1 ax2 ax3
v v v v

f u
1n

1da + f u
2n

2da +
F F

f u-n da
F

Corollaries to Gauss' theorem The following formulas can be derived from
Gauss' theorem for a scalar field p, a vector field u and a dyadic field 1. The control
volume is designated by V, its surface by F and the outer normal of the surface by n.
Let the magnitude of the volume element be dv, and let the surface area of the sur­

face element be da.

(1) f grad p dv f p da
v F

(2) frotudv f da x u
v F

(3) f P1 grad P2 dv - f P2 grad P1 dv + f P1 P2 da
v v F

(4) f P div u dv - f grad p-u dv + f P u -da
v v F

(5) f urn ti~ i dv -I Urn; i tim dv + f Urn tim n j da

v v F

The theorems (3) to (5) are often used to integrate by parts in the formulation of
physical problems.

Proof : Corollaries to Gauss' theorem

(1) For the scalar field p and a constant vector c one obtains:

f div (pc) dv I p c-da
v F

div (pc) grad p-c + p div c grad p-c

f grad p-c dv

v
f p c -da
F

This relationship must hold for arbitrary constant vectors c . This implies that
equation (1) holds.
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(2) For the vector field u and a constant vector c one obtains :

833

f div (u x c) dv
v
div (u x c)

frat u-c dv
v

f (u x cj -da
F

( Eikm U C ) .k m ;1

f da x u-c
F

rot u-c

This relationship must hold for arbitrary constant vectors c. This implies that
equation (2) holds.

(3) For the scalar fields Pl and P2 one obtains using (1) :

f grad (p, P2) dv f Pl P2 da
v F

grad (p, P2) Pl grad P2 + P2 grad p,

f Pl grad P2 dv
v

- f P2 grad Pl dv + f Pl P2 da
v F

(4) For the scalar field P and the vector field u one obtains:

f div (pu) dv f pu -da
v F

div (pu) grad p- u + P div u

f P div u dv
v

- f grad p •u dv + f Pu •da
v F

(5) For the vector field u and the dyadic field T one obtains:

f div (T •u) dv f da- T •u
V F

(tim U ) tim U . + tim . Um ·i m;I ;1 m

- f tim U . dv + f tim u n· dam;1 m I
V F

Control surface Let a surface K in the euclidean space R3 be connected. Let
the boundary R of the surface consist of one or more lines which are piecewise
continuous. Let the global coordinates x" , x2 , x3 of the points of the surface K be
bounded. Then the surface K is called a control surface in the space R3.
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Orientation : The direction of the unit normal n(x) of a surface K in the euclidean
space [R3 is not uniquely determined. If n is a normal of K at the point x, then-n
is also a normal of K at the point x. The formulation of Stokes ' theorem requires
a definite relationsh ip between the normal n and the direction of the boundary R
of the surface K to be established.

Consider a surface element S in the neighborhood of a point x of the surface K
which contains x as an inner point. Let a and b be the vectors from x to two neigh­
boring points A and B on the boundary of S. Assume that the vectors a and bare
not parallel. Then the cross product a x b defines a direction of the surface normal
n which is uniquely associated with the direction A~ B of the boundary of S. The
direction A~ B is called the orientation of the boundary associated with n. If the
orientation is changed from A~ B to B~ A, the new cross product b x a = - a x b
leads to the complementary surface normal - n.

09A

S
K

I u-dx
R

'--- - - - - - - - - - - - - - · x1

Stokes' theorem : Let a vector field u(x) be given on a control surface K. As­
sume that its coordinates u'are continuous, and that the partial derivatives u ~ m of
the coord inates exist and are continuous. Then the scalar integral of the curl of u
over the control surface K is equal to the scalar integral of u over the boundary R
of the control surface.

I rot u -da
K

The curl rot u is expressed using the permutation tensor Eikm, and the area vector
da is expressed as the product of the surface normal n and the surface area da.
This yields the coordinate form of Stokes ' theorem in local coordinates:

I Eikm U n.da =
m,k I

K

On each piece of the boundary R, the integration is carried out in the direction
which corresponds to the relationship between the surface normal n and the orien­
tation.
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Proof : Stokes' theorem

The following shell volume V is associated with the given control surface K :

V := {w I w = x + sn 1\ x E K 1\ - O.5h ::; s s O.5h}

n(x) unit normal of the control surface K at the point x

h shell height

835

The control surface K is divided into infinitesimal surface elements dKj with surface
area da., reference point x j EdKj • boundary curve Cj and surface normal n j at the
point Xi' A volume element dV j is associated with the surface element dKj :

s ....

O'5h l~/ _ n i

o ...... --,.
dKj "-

I --_ Xj \ O.5h

- o.5h~""""-dr .
c, \ / O.5h

--"-

dV j:= {w I w = x+sn j 1\ XEKj 1\ -O.5h::; s s O.5h}

The curl rot u of a tensor field u at the point x j is defined as a limit for the infinitesi­
mal volume dV j with the magnitude dv, :

rot u(xj ) = lim d~ . f ds x U
dvj-O IdS.

I

ds area vector for an element of the surface dS j of dV j

The surface normal n j is considered to be constant in the surface element dK j •

It is independent of s. In the limit h --+ 0 the magnitude of the infinitesimal volume
is given by dv, = h da .. With an approximation error f j , the preceding equation im­
plies :

rotu(x.).n. = lim _1_ f n.v ds x u + e.
I I _ hda. I I

hOI dS
I

The area vector of the surface fragment s=O.5h of dS j is ds = n j da., The area
vector of the surface fragment s = - O.5h has the opposite sign and the same mag­
nitude. If u is considered to be approximately constant in dV j , the contributions of
the two surface fragments to the integral on the right-hand side of the equation
cancel. On the remaining surface of dV j one obtains :
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f (U 1 n1 + u2 n2
) ds

R

f (u, dx' + u2 dx2
)

R

n j.ds xu = u.n j x ds = h u v dr

d r incremental tangent vector of the boundary curve Cj

The area vector of dKj is designated by da, := n.da., The expression h u- dr is
substituted into the preceding equation :

rotu(x j).daj = f u-rir + Ej da,
c;

The control surface K is divided into elements dKj • The scalars rot u(xj ) -da, are
summed over the elements with i = 1,...,k :

I rot u(x j ) . da, = I f u(xj). dr + ~ Ej da ,
I I C, 1

If the greatest distance between two points in dKj tends to zero, the number k of
elements increases without bound. The sum on the left-hand side becomes the
integral f rot u- da. In the summation over the boundary curves Cj on the right­
hand sid'e, the contributions of neighboring elements on the common boundary
cancel since they have opposite orientations. The contributions on the boundary
curves R of K are not cancelled , since every point of these boundary curves be­
longs to only one element dKj •

For a certain subdivision of K, let IEj I < E for i = 1,...,k with E > O. Then ~ E j da, :5

E ~dai' With decreasing size of the elements dKj (see above) , E tends to'zero, and
thus E ~ da , also tends to zero , since ~ da , is the surface area of the surface K.
This yiJlds Stokes ' theorem : I

f rot u- da = f u- d r
K R

Integral formula for R2 : In the plane R2, the theorems of Gauss and Stokes
take the following forms:

f (~ + au2 ) dx 1 dx2

ax1 ax2
K

f (aU2 - ~) dx 1 dx2

ax1 ax2
K

These formulas differ only in notation. To prove this, replace u1 by -u2 and u2 by
u1 in the lower equation. Then SUbstituting the relationships dx1 = -n2ds and
dx2 = n1ds on the right-hand side transforms the lower formula into the upper one .
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I grad P-da
F

Green 's theorems : Let continuousscalar fields P1 and P2 be given in a control
volume V. Then substituting P1 grad P2 for the vector field u in Gauss' theorem
yields:

I div (P1 grad P2) dv = I P1 grad P2 -da
v F

Green'sfirst theoremis obtainedfrom this formulaby transformingthe field opera­
tions and introducing the Laplace operator 11 from Section 9.4 .10 :

div (P1 grad P2) = grad P1 ·grad P2 + P1 div grad P2

I (grad P1 •grad P2 + P1 I1P2) dv = I P1 grad P2·da
v F

Green'ssecond theorem is obtainedfrom the first theorem by writing the theorem
once for P1 grad P2 and once for P2 grad P1 :

I (P1 I1P2-P211 P1)dv = I (P1 grad P2-P2grad P1)·da
v F

Green's third theorem is obtained from the first theorem by choosing P1 = 1 and
P2 = p:

I I1p dv
v
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Example 1 : Gauss' theorem

The integral of the divergence of a given vector field u over the volume of a cuboid
o~ x ~ a, 0 ~ y ~ b, 0 ~ z ~ c in the cartesian coordinate system (x, y, z) with
the global basis e1,e2,e3 is determined .

u = xyz e1 + (x2+ y2) e2 + z3 e3

J div U dv
v

c b a

J J J (yz + 2y + 3z2) dx dy dz
000
c b

J J a (yz + 2y + 3z2) dy dz
00
c

J a (~b2Z+ b2+3z2b) dz
o

By Gauss' theorem this integral is equal to the scalar integral of u over the surface
of the cuboid :

o

o

= c3 ab

Juoda

Juoda

Ju-da

Ju-da

Ju-da
b e

J J - xyz dz dy
00
be

J J ayz dz dy
00
a c

J J - x
2

dz dx
00
a c

J J (x2+ b2)dz dx = ~ a3c + b2ac
00
a b

J J -Z3 dy dx
00
a b

J J C
3

dy dx
00

1 a b2c2 + b2ac + c3ab = a ( 1 b2c2 + b2c + bc3 )
4 4Ju-da

F

z = c: n = e3 : Ju 0 da

z = 0: n =- e3

y = 0:

y = b: n = e2

x = a : n = e1

x = 0: n =- e1



www.manaraa.com

Tensors 839

Example 2 : Properties of an ellipse

Let the lengths of the axes of an ellipse in the space [R 2 be 2a and 2b. The surface
area F, the static moment S and the moment of inertia 1with respect to axis 1 of
the ellipse are determined using the integral formula for [R 2. The parametric form
of the boundary of the ellipse and the integral formula are :

x = a cos e dx =- a sin e de 0 ~ e ~ 2n

y = b sin e

I(au + aw) dx dy
ax ay

K

dy = b cos e de

I (u dy -w dx)
R

The choice u = x and w =y yields the surface area F :

I(1+1)da = I(abCos2e+absin2e)de 2F
K R

21t

F = ~ ab I de = nab
o

The choice u =xy and w = y2 yields the static moment S :

I (y + 2y) da = I (ab2 sin e cos2e + ab 2 sin3e) de 3 S
K R

21t
S = ~ab2 I sine de = 0

o

The choice u = xy 2 and w = y3 yields the moment of inertia 1 :

f (y2 + 3y2) da = f (ab " sin2e cos2e + ab 3 sin" e) de
K R

21t
1 = t ab 3 I sin2e de

o

41
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10 STOCHASTICS

10.1 INTRODUCTION

An experiment is a process which can be repeated an arbitrary number of times
under identical conditions. Every experiment yields a result. If an experiment al­
ways yields the same result, the experiment is deterministic. If there are different
possible results due to random influences, the experiment is stochastic. Stochas­
tics is a field of mathematics which deals with the results of stochastic experiments.

The simplest stochastic experiments are found in games of chance, whose results
are called random events. Typical examples are drawing a lot with the possible
events "blank", "prize", "first prize" or throwing two dice with the possible throws
2 to 12. The set of all possible events is the event space of the experiment. Every
possible event is assigned a probability with which it occurs when the experiment
is performed. The algebra of sets for the events and the axioms for probabilities
lead to the rules of the calculus of probabilities. The fundamentals of the calculus
of probabilities for random events and its applications are treated in Section 10.2.

If a quant ity in a stochastic experiment takes real values , then this quantity is math­
ematically treated as a random variable . Typical examples are the daily number
of vehicles over a bridge or the daily precipitation at a location. The axioms and
rules of probabilities for random events are transferred to random variables and
lead to the definition of the probability distribution for a random variable . A random
variable is characterized by values determined from its probability distribution .
Typical characteristic values are the mean and the variance, which measures the
quadratic deviation from the mean. Discrete and continuous random variables are
distinguished. The theoretical foundations for random variables and the most im­
portant distributions for discrete and continuous random variables as well as their
applications are treated in Section 10.3.

If several quantities which take real values are considered in a stochastic experi­
ment, these quantities are mathematically treated as a random vector with several
random variables. Typical examples are the daily numbers of vehicles which turn
left, drive straight on or turn right at a junction, or the daily high water marks at dif­
ferent locations along a coast. The theoretical foundations for random variables
are extended to random vectors. The random variables of a random vector may
be dependent. The degree of linear dependence is described by correlation coeffi­
cients. The correlation of the random variables is an essential property of random
vectors. The theoretical foundations for random vectors and examples of their ap­
plication are treated in Section 10.4.

P J Pahl et al., Mathematical  Foundations  of  Computational  Engineering
© Springer-Verlag Berlin Heidelberg 2001
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If a time-dependent quantity is considered in a stochastic experiment, this quantity
is mathematically treated as a random function of time . Typical examples are the
number of vehicles in a car park or the temperature at a location over the course
of a day. Time-dependent stochastic processes are also called random processes.
The theory of random processes is very extensive and is therefore treated for se­
lected classes of random processes only. Markov processes in discrete and con­
tinuous time form an important class of random processes. They are based on a
mathematical formulation of time-dependent stochastic processes as initial value
problems. The long-term behavior of these processes and the resulting probability
distributions are particularly important. Stationary processes in discrete and con­
tinuous time form another important class. They possess the same probability dis­
tribution at all points in time. The random quantities at different points in time are
dependent to a certain degree. This dependence is described by the correlation
function . The fundamentals of Markov processes together with their applications
in the theory of queues and the fundamentals of stationary processes are treated
in Section 10.5.
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10.2 RANDOM EVENTS

10.2.1 INTRODUCTION
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The calculus of probabilities deals with the rules for calculating probabilities for
random events and is based on set theory. It includes elementary combinatorics,
the algebra of events and the axioms and calculational rules for probabilities. The
fundamentals of the calculus of probabilities for random events are treated in the
following sections. Their application is illustrated using simple examples.

10.2.2 ELEMENTARY COMBINATORICS

Introduction : Combinatorics is a part of set theory. It is restricted to finite sets
and dealswith the differentpossibilitiesof choosingelementsfrom a givenset and
arranging them in a tuple. The different procedures used for choice and arrange­
ment lead to the definition of permutations, variations and combinations.

Set and tuple : Let a finite set of elementsbe given. Elementsare selectedfrom
the set and arranged in a tuple in the order in which they are chosen. An element
may be selected several times, so that a tuple may contain several identical ele­
ments. If the arrangementof the elements in the tuple is relevant, the tuple is said
to be ordered. If the arrangement is irrelevant, the tuple is said to be unordered.
To distinguish ordered and unordered tuples, the elements of the tuples are en­
closed by round brackets and square brackets, respectively.

set

ordered tuple
unordered tuple

{a, b, c, d, }

(a, c, d, a, )

[a, c, d, a, J

A tuple with k elements is called a k-tuple. Two ordered k-tuples are equal if they
containthe same elements in the same arrangement. Two unorderedk-tuples are
equal if they contain the same elements in an arbitrary arrangement.

Permutation : Let a set with n elementsbe given.An orderedn-tuplewhichcon­
tains each element of the set exactly once is called a permutationwithout repeti­
tion. The number of different permutations without repetition is :

p(n) = 1.2 ..... (n-1).n = n!
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An ordered tuple which contains each element ej of the set exactly mj times is
called a permutation with repetition. The number of different permutations with
repetition is :

*( ) (m 1 +m2 + ···+mn )!
p n I m1,m2, .. ·,mn = I I I

m1· • m2· . .... mn·

Variation : Let a set with n elements be given. An ordered k-tuple which does not
contain any element of the set more than once is called a variation without repeti­
tion of class k. The number of different variations without repetition is :

v(n, k) = (n~! k)!

An ordered k-tuple which may contain elements of the set more than once is called
a variation with repetition of class k. The number of different variations with repeti­
tion is:

~(n, k) = nk

Combination : Let a set with n elements be given. An unordered k-tuple which
does not conta in any element of the set more than once is called a combination
without repetition of class k. The number of different combinations without repeti­
tion is:

c(n , k) = (~) =
n!

k! (n - k)!

An unordered k-tuple which may contain elements of the set more than once is
called a combination with repetition of class k. The number of different combina­
tions with repetition is :

(n + k - 1)!
k! (n - 1)!
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Example 1 : Combinatorics for a character set

Let a set { a, b, c } with three characters of the alphabet be given. The permutations,
variations and combinations with and without repetition for this character set are
formed.

Permutations without repetition

tuples : ( a, b, c) (a, c, b) (b, a, c) (b, c, a) ( c, a, b) ( c, b, a)

number : p (3) = 3! = 1· 2 •3 = 6

Permutations with 2-fold occurrence of a and 1-fold occurrence of b, c

tuples : (a, a, b, c) (a, a, c, b) (a, b, a, c) (a, c, a, b) (a, b, c, a) (a, c, b, a)

(b, a, a, c) (b, a, c, a) (b, c,a, a) (c, a, a, b) (c, a, b, a) (c, b, a, a)
*number: p(312,1,1) = (2+1 +1)! / (2!.1!.1!) = 24/2 = 12

Variations without repetition of class k = 2

tuples : ( a, b ) (a, c) ( b, a) (b, c) ( c, a) ( c, b)

number: v(3,2) = 3!/(3-2)! = 3!/1! = 6

Variations with repetition of class k = 2

tuples : ( a, a) (a, b) (a, c) (b, a) (b, b) ( b, c) ( c, a) ( c, b) ( c, c)

number: v(3,2) = 32 = 9

Combinations without repetition of class k = 2

tuples : [ a, b) [a, c) [b, c1

number · c(3 2) = (3) = 3· 2 = 3. , 2 1 • 2

Combinations with repetition of class k = 2

tuples : [ a, a] [a, b) [a, c) [b, b1[b, c) [c, c)

number: C(3, 2) = e+ ~ - 1) = (~) = ~ : ~ 6

Example 2 : Game of dice

Two dice are thrown in a game of chance . Each die yields a number from 1 to 6.
Let the two dice be distinguished by different colors. The possible throws are varia­
tions with repetition. Their number is :

n = 6 k = 2 v(6,2) = 62 = 36

Let the two dice be indistinguishable. The possible throws are combinations with
repetition. Their number is :

n = 6 k = 2
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10.2.3 ALGEBRA OF EVENTS

Introduction : A stochastic experiment is a process in which several results are
possible and the result which occurs is not predictable. The possible results are
called elementary events and form the event space of the experiment. An event
is a set of elementary events . Thus the treatment of events is reduced to the treat­
ment of sets. In analogy with the algebra of sets, the resulting algebra is called the
algebra of events .

Event space : Every possible result of an experiment is called an elementary
event. Elementary events are mutually exclusive. The set of all elementary events
is called the event space of the experiment.

S {e 1,e2, ... ,en }

ej elementary event

Event : A subset A ~ S of the event space is called an event and is designated
by A. The event occurs if and only if an elementary event contained in A occurs.
The impossible event 0 is an empty set of elementary events and therefore never
occurs. The certain event S is identical with the event space and therefore always
occurs.

event

impossible event

certain event

This definition reduces events to sets. The algebra of sets for events is called the
algebra of events. The essential definitions of the algebra of events are compiled
in the following.

Operations : The event "A or B" occurs if and only if A occurs or B occurs. It
contains all elementary events which are contained in A or B. The event "A and B"
occurs if and only if A and B both occur. It contains all elementary events which are
contained in both A and B. These operations on events correspond to the union u
and the intersection n in set theory.

A or B Au B

A and BAn B

AnA = 0
A = S-A

AuA = S

Complementary event : The event A complementary to A occurs if and only if
the event A does not occur. It contains all elementary events of the event space
S which are not contained in A.The complement A corresponds to the difference
of S and A in set theory.

complementary event

rules
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Subevent : The event A is called a subevent of B if the event B occurs whenever
the event A occurs. All elementary events of A are contained in B. This definition

corresponds to the definition of a subset in set theory.

subevent

rules

A!:B

: An B = A Au B = B

Incompatible events : Two events A and B are said to be incompatible if they
cannot both occur. The intersection An B is the impossible event 0.

incompatibility: A n B = 0

Partition : A set of events Aj is called a partition of the event space S if the events
are pairwise incompatible and their union is the event space S.

An event B is partitioned into incompatible subevents Bj!: B by forming the inter­
sections (B n Aj ) .

Bj = B n Aj

Bj n s, = 0 for j ~ k

Example : Die events

Let a die with the numbers 1 to 6 be given. The result of a throw of the die is a
number. Every possible number is an elementary event. The event space S con­
tains the numbers 1 to 6. Let an event A be defined as the throw of an even number.
The complementary event A is the throw of an odd number. The throw of an even
or odd number is the certain event, which occurs in every throw. The throw of an
even and odd number is the impossible event, which cannot occur. The throw of
an even number and the throw of an odd number are incompatible events.

event space for the throw

throw of an even number

throw of an odd number

certain event

impossible event

S {1,2,3,4,5,6}
A = {2, 4, 6}

A = {1, 3, 5}

AuA S

AnA = 0
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10.2.4 PROBABILITY

10.2.4 Random Events : Probability

Introduction : A stochastic experiment is performed several times. The number
of cases in which a certain event occurs is determined and divided by the number
of experiments performed. This leads to the relative frequency for the occurrence
of the event. With increasing numbers, the relative frequency for an event becomes
increasingly stable. This property suggests that every event may be assigned a
probability as the "limit" of the relative frequency. Since the existence of such a limit
cannot be proved, axioms of probability theory are constructed in analogy with the
definition of and the rules for relative frequencies.The fundamentals of the calculus
of probabilities and their application are treated in the following.

Relative frequency : An experiment is carried out n times. A certain event A oc­
curs m times as a result of the experiments. The quot ient m / n is called the relative
frequency for the occurrence of A and is designated by Hn(A).

n >O

Since a$ m $ nand n > 0, the relative frequency Hn(A) is a rational number be­
tween aand 1.

If the relative frequencies for two incompatible events A and B of an experiment
are Hn(A) and Hn(B), the relative frequency Hn(A u B) for the event (A u B) is equal
to the sum of the relative frequencies for A and B.

The values of the relative frequency generally vary with the number n of performed
experiments. It is observed that the fluctuations in the relative frequencies de­
crease with increasing n. This observation leads to the hypothesis that the relative
frequencies converge to a limit with increasing n. However, this hypothesis cannot
be proved mathematically.

Example 1 : Top experiment

Let a reqular octagonal top be divided into color sectors as illustrated. Each experi­
ment consists in spinn ing the top and writing down the color sector on which it
comes to rest. The experiment is repeated 100 times. The number m for the occur­
rence of the colors red, green and blue is shown in a table as a function of the num­
ber n of experiments. The corresponding relative frequency is shown diagrammat­
ically.
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top with color sectors
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n 5 10 20 30 40 50 60 70 80 90 100

red m 1 3 6 9 11 16 18 20 21 22 24

green m 2 5 10 14 18 20 26 31 38 42 46

blue m 2 2 4 7 11 14 16 19 21 26 30

0.5

0.4

0.3

0.2

0.1

) --.f---. '1-

~ ~
J,...- ~~

~

'\ ./t--

~ ---- -" >-- --- I
l..---" -./ -

-v

0--0 green

__ blue

0--0 red

0.0
o 10 20 30 40 50 60 70 80 90 100 n

The relative frequencies for the occurrence of the colors red, green and blue after
100 experiments are 0.24, 0.46 and 0.30, respectively. The theoretically expected
limits for the relative frequencies are 0.25, 0.50 and 0.25 .

Axioms : Since it is not possible from a mathematical point of view to define prob­
ability as a limit of relative frequencies, probability is introduced as a quantity which
satisfies certain axioms.

(A1) Every event A is assigned a non-negative real number P(A) as its probability.

P(A) <:: 0

(A2) The certain event S has the probability 1.

P(S) = 1
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(A3) If two incompatible events A and B have the probabilities P(A) and P(B), the
probability P(A u B) for the event A u B is equal to the sum of the probabilities
of A and B.

P(A u B) = P(A) + P(B) <:= A n B = 0

Rules : The follow ing rules of calculat ion for probabilities follow from the axioms
of probab ility theory :

(R1) The impossible event 0 has the probability O. The certain event S has the
probability 1. An arbitrary event A has a probability between 0 and 1.

P(0) $ P(A) $ P(S) P(0) = 0 P(S) = 1

(R2) The~vent A and the complementary event A are incompatible. The event
~ u A is the certain event S. Accordingly, the sum of the probabilities of A and
A is exactly 1.

P(A) + P(A) = 1

(R3) The sum of the probabilit ies of A and B is equal to the sum of the probabilities
of A u B and A n B. This rule is proved by considering the incompatible ele­
mentary events contained in A and B. If A and B are incompatible, the rule
reduces to axiom (A3).

P(A) + P(B) = P(A u B) + P(A n B)

Conditional probability : The probability that an event A occurs given that the
event B occurs is called a cond itional probability; it is designated by P(A IB). The
cond itional probabil ity is defined as follows :

P(A IB) .= P(AnB)
. P(B)

P(B) ~ 0

The definition of the conditional probability satisfies the first two axioms of proba­
bility theory. If the events A and B are incompatible, the conditional probab ility is O.
If A is a subevent of B, the conditional probabil ity is P(A) / P(B) with P(A) $ P(B).
If B is a subevent of A, the conditional probability is 1. The definition of the condi­
tional probability implies the product rule of the calculus of probabilities, which also
holds for P(B) = 0 :

(R4) P(A n B) = P(A IB) • P(B)

Stochastic independence : Two events A and B are said to be stochastically
independent if the probability for the occurrence of the one event is independent
of the probability for the occurrence of the other event, that is :

P(A IB)

P(BIA)

P(A n B)

P(A)

P(B)

P(A). P(B)
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Total probability theorem
patible events Aj :

n
S = U A

j =1 J

851

Let the event space S be partitioned into the incom-

n
P(S) = I P(A j ) = 1

j=1

An event B is partitioned into the incompatible subevents Bj = B n Aj • The proba­
bility P(B j ) is expressed in terms of the conditional probability P(B IAj ) . This yields
the following formula for the total probability for B :

n
B = U (BnA)

j =1 J

n n
P(B) = I P(B n A

J
. ) = I P(B I A) . P(A )

. J )
j =1 J=1

Example 2 : Events with equal probabilities

In the illustrated event space with 25 elementary events, the events A and Bare
represented as point sets.

. · · · · event space 25 elementary events

A I: · • • I • event A 8 elementary events
• • • I •
· · • B event B 9 elementary events
• · · event AnB 2 elementary events

Let the probability of the elementary events be equal. Since the certain event con­
tains all 25 elementary events and has the probability 1, the probability for each
elementary event is 1/25. This leads to the following probabilities for the events A,
Band AnB.

P(A)

P(B)

P(AnB)

8/25 = 0.32

9/25 = 0.36

2/25 = 0.08

The probabilities for the events A and Au B are calculated according to rules (R2)
and (R3). The results are readily verified using the illustrated event space.

P(A) 1 - P(A) = 1 - 0.32 = 0.68

P(A u B) = P(A) + P(B) - P(A n B) = 0.32 +0.36 - 0.08 = 0.60

The probability that event A occurs given that event B occurs is calculated as fol­
lows according to the definition of the conditional probability :

P(A I B) = P(A n B) / P(B) = 0.08 / 0.36 = 0.222
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Example 3 : Throwing a die

Let a die with the numbers 1 to 6 be given . If the die is thrown, each number occurs
with the same probability 1 /6. The probability that at least one "6" is thrown in the
course of three experiments is to be determined. To solve this problem formally,

the following events are defined :

An throw of "6" in experiment n

An throw other than "6" in experiment n

A throw of "6" in at most 3 experiments

A throw other than "6" in 3 experiments

P(An} = 1/6

P(An} = 5/6

P(A}

P(A} = 1 - P(A}

!he event A occurs if and only if either A1 occurs or A1 and A2 occur or A1 and
A2 and A3 occur. Since the events in the die experiment are incompatible and

stochastically independent, the probability P(A} is calculated according to the sum

and product rules :

A

P(A}

P(A}

A1U (A1 n A2) u (A1 n A2 n A3)

P(A 1} + P(A 1} · P(A 2} + P(A 1} · P(A2} · P(A3}

1+§.1+~.~.1 = ~
6 6 6 6 6 6 216

The problem may be solved more easily by first determining the probability for the
event Aand then determining the probability for the event A. The event Aoccurs

if and only if A1 and A2 and A3 occur. This yields:

- - -
A A1n A2n A3

P(A} P(A 1} · P(A2} · P(A3} ~ .~.~ 125
6 6 6 216

P(A} 1 - P(A} 1 - 125 91
216 216
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Introduction : In technical applications, the reliability of systems is determined
using the calculus of probabilities. Various systems are considered, such as traffic
systems, supply systems, commun ication systems, computer systems or struc­
tural systems. Generally speaking, a system consists of elements which are ar­
ranged in a certain way. In analogy with electric circuits, serial , parallel and mixed
arrangements of elements in a system are distinguished. The elements of a sys­
tem fail with a certain probability. Depending on the arrangement of the elements
and the failure probabilities of the elements, the system fails with a certain proba­
bility. The failure probability of the system is determined under simplifying assump­
tions according to the rules of the calculus of probabilities. The probability for non­
failure is the reliability of the system .

Reliability of systems : In analogy with electric circuits, a system consists of
elements arranged in series or in parallel. The system is represented in a block
scheme . The following diagram shows a block scheme for a simple system:

--CD ~~fl-- block scheme of a system

The failure of a!:1. element j is a random event; it is designated by Aj. The comple­
mentary event Aj is the non-fa ilure of the element j. Accordingly, the random e~nt

A is introduced for the failure of the system, and the complementary event A is
introduced for the non-failure of the system. The probability of failure is called the
failure probability. The probability of non-failure is called reliability.

Aj failure of the j-th element P(A j ) Pj

Aj non-failure of the j-th element P(Aj) qj

A failure of the system P(A) p

A non-failure of the system P(A) q

p + q = 1

The reliability of the system critically depends on the arrangement of the elements
in the system. Systems with serial, parallel and mixed arrangements of elements
are treated in the following.

Serial system : The elements of a serial system are arranged in sequence. The
system fails if at least one of the elements fails. If the elements are stochastically
independent with respect to failure, then the probability for non-failure of the system
is calculated from the probabilities of non-failure of the elements according to the
product rule.
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A

q

- - - -
A1 n A2 n A3 n ... n An

n -n A·
j=l J

nn q,• J
J=l

p = 1 - q

The reliability q of the serial system decreases with increasing number n of ele­
ments and tends to 0 for n --+ 00 • The failure probability p accordingly increases with
increasing number n of elements and tends to 1 for n --+ 00 •

If the elements are stochastically dependent with respect to failure, then the proba­
bility for non-failure of the system is calculated from the conditional probabilities
of non-failure of the elements according to the product rule :

- - -- -- - -- -
P(A) = P(A1) · P(A2 1 A1) · P(A 3 1 A1 n A2 ) · ...• P(A n I A1n ... n An- 1)

- -
This formula is also valid if A1 is interchanged with an arbitrary Aj . The conditional
probabilities are less than or equal to 1. This implies the following bounds :

q :5 min {qj}
J

P ~ max {Pj}
J

The reliability q of the serial system is less than or equal to the minimal reliability
of an element. Accordingly, the failure probability p is greater or equal to the maxi­
mal failure probability of an element.

Parallel system : A parallel system exhibits a parallel arrangement of elements.
It fails if all elements fail. If the elements are stochastically independent with re­
spect to failure, then the probability for the failure of the system is calculated from
the probabilities for the failure of the elements according to the product rule.

A

p P1 * P2 * P3 * ... * Pn

n
n A
j=l J

nnp.• J
J=l

q 1 - P
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The failure probability p of the parallel system decreases with increasing number
n of elements and tends to 0 for n~ 00 .The reliability q accordingly increases with
increasing number n of elements and tends to 1 for n~ 00 •

If the elements are stochastically dependent with respect to failure, then the proba­
bility for the failure of the system is calculated from the conditional probabilities for
the failure of the elements according to the product rule :

This formula is also valid if A1 is interchanged with an arbitrary Aj • The conditional
probabilities are less than or equal to 1. This implies the following bounds :

P :5 min {p.}
J

q ~ max {qj}
J

The failure probability p of the parallel system is less than or equal to the minimal
failure probability of an element. Accordingly, the reliability q is greater or equal to
the maximal reliability of an element. In contrast to a serial system , the stochastic
independence of the elements with respect to failure is often not satisfied for a
parallel system, since the failure of some elements places a higher load on the
remaining elements, and thus to a higher failure probability.

Mixed system : A mixed system exhibits an arrangement of elements which is
partially serial and partially parallel. The system is recursively decomposed into
components which possess either a serial or a parallel arrangement of elements
or components. Thus the calculation of a mixed system is reduced to the calcula­
tion of its serial and parallel components. The decomposition of a simple mixed
system into components is illustrated schematically.

Example 1 : Serial system

The following diagram shows a simple static system consisting of a bar and a cable
to which a force F is applied. The static system does not fail if the bar and the cable
do not fail due to the load. The bar does not fail if its strength is not exceeded and
the bar does not buckle . The static system corresponds to a serial system.
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- CD-@J-@]-
A, : cable failure

A2 : bar failure : strength exceeded

A3 : bar failure : bar buckles

If the system is designed such that for a certain load F each elementary failure
state Aj occurs with the same failure probability Po' then the following reliability q
is obtained for the static system:

q = q~ = (1 - PO)3

The failure probability p of the static system is the probability complementary to
the reliability q. If the failure probability Po is very close to 0, terms of higher order
may be neglected, and one obtains :

p = 1 - q = 1 - (1 - PO)3 = 3po - 3P6 + P~ = 3po

Example 2 : Parallel system

The following diagram shows a rotationally symmetric container consisting of an
inner container 1 with volume V, and an outer container 2 with volume V2' The
inner container is filled with gas and is subjected to a gas pressure g, . If the inner
container fails, the gas expands and applies the gas pressure g2 = g, V, I V2 to
the outer container.The container corresponds to a parallel system with stochastic
dependence.

I

~-
A, : failure of the inner container

A2: failure of the outer container

Let the inner and the outer container be designed such that they have the same
failure probability for the same gas pressure. Let the ratio of the failure probabilities
be equal to the ratio of the gas pressures. Then the container has the following fail­
ure probability p :

p = P(A,nA2) = P(A,),P(A2IA,) = p"p"V2/V, = p~V2/V,
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Example 3 : Mixed system with stochastically independent elements

A system of pumps consisting of two lines with two pumps each is installed to pump
water out of an excavation. Each pump can handle the required amount of water.
All the pumps have the same failure probability PO ' independent of the amount of
water pumped. The failure probability of the system of pumps is calculated as fol­
lows:

line of pumps s serial arrangement of pumps 1 and 2

As = A1 n A2 qs = (1 - PO)2 Ps = 1 - qs

line of pumps t : serial arrangement of pumps 3 and 4

At = A3 n A4 qt = (1 - PO)2 Pt = 1 - qt

system of pumps : parallel arrangement of lines sand t

A = Asn At p = Ps Pt = (2po - P6)2 = 4P6

As an alternative, consider a system of pumps consisting of two blocks with two
pumps each. The failure probability of this system of pumps iscalculated as follows :

block of pumps s : parallel arrangement of pumps 1 and 2

As = A1 n A2 Ps = P6 qs = 1 - P6

block of pumps t: parallel arrangement of pumps 3 and 4

At = A3 n A4 Pt = P6 qt = 1 - P6

system of pumps: serial arrangement of blocks sand t

A = AsnAt q = qsqt P = 1-q=1-(1-P6)2=2P6

A comparison of the results shows that the failure probability of the first system of
pumps is approximately twice as high as the failure probability of the second
system of pumps.
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10.3 RANDOM VARIABLES

10.3.1 INTRODUCTION

Random variable : In many applications the result of a stochastic experiment is
determined by counting or measuring. The daily traffic census of vehicles at a cer­
tain location, annual measurements of the precipitation at a certain location and
an experimental determination of the tensile strength of a certain grade of steel are
typical examples. The result of these experiments is a real value. The random re­
sults of the experiment are described by a random variable which takes different
numerical values .

In some applications, the result of a stochastic experiment is not represented by
numerical values. For instance, the result of drawing a lot may be a "blank",a "prize"
or a "first prize". This type of result often occurs in connection with a classification.
The classification of wind velocities and the classification of damage states for
buildings are typical examples. By assigning values to the possible results of an
experiment, the random results may be described by a random variable which can
take different numerical values .

Probability distribution and moments : The introduction of a random variable
for the random result of an experiment allows the probability for the possible results
to be represented as a function over the range of the random variable. This func­
tion is called the probability distribution of the random variable. The random char­
acter of an experiment is completely described by the probability distribution.
Characteristic values for the random variable are calculated from the probability
distribution. This calculation is based on the definition of the moments of a proba­
bility distribution. The fundamentals of probability distributions and their moments
are treated in Sections 10.3.2 and 10.3.3.

Functional dependence : In applications, a random variable is often assumed
to depend functionally on other random variables. For example, the force exerted
by a spring is equal to the product of the spring constant and the displacement. If
the spring constant and the displacement are independent random variables, then
the resulting force is a dependent random variable. The probability distr ibution and
the moments of a functionally dependent random variable may be determined
from the probability distributions and moments of the independent random vari­
ables. The fundamentals for functional dependence on one or more independent
random variables are treated in Sections 10.3.4 and 10.3.5.
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Discrete and continuous distributions : Random variables may be discrete or
continuous. Accordingly, discrete and continuous distributions are distinguished.
Every distribution is based on a certain model and is specified by parameters. The
discrete distributions mainly result from problems in game theory. Some of the con­
tinuous distributions result from limit considerations for the discrete distributions.
The important discrete and continuous distributions as well as their technical ap­
plications are treated in Sections 10.3.6 and 10.3.7.

Tabulation : Various probability distributions for random variables lead to math­
ematical functions which can only be evaluated numerically. These distributions
are therefore tabulated in mathematical handbooks. Such tabulations are used in
the treatment of the examples.
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10.3.2 PROBABILITY DISTRIBUTIONS

Introduction : A stochastic experiment is associated with a random variable
which takes a real value for each of the random results . The axioms and rules of
the calculus of probabilities for random events are applied to random variables.
This leads to the definition of the distr ibution function for a random variable. In the
case of a discrete random variable, a probability function is derived from the dis­
tribution function by the formation of differences. In the case of a continuous ran­
dom variable, a density function is derived from the distribution function by differ­
entiat ion. In the general case, the derivative of the distribution function may be
represented as a combination of a probability function and a density function . The
fundamentals of random variables and their distributions are compiled in the fol­
lowing.

Random variable : If S is the event space of an experiment, the corresponding
random variable X is a mapping from the event set S to the set R of real numbers.
Every elementary event e E S is assigned a real number x E R.

X S~ R

S event set

e elementary event

X(e) = x

X random variable

x value of the random variable

Probability : The results of an experiment are described by associated ranges
of the random variable X. A result X < x means that the random variable X takes
a real value which is less than a given real number x. The axioms and rules of the
calculus of probabilities for events may therefore be transferred to random vari­
ables. In the limit x ~ - 00 , the range X < x is the impossible event; in the limit
x ~ 00 it is the certain event:

lim P(X < x) = a
x~- oo

lim P(X < x) = 1
X~ OO

The ranges X < x and X <:: x describe complementary events, so that the following
equation holds :

P(X < x) + P(X <:: x) = 1

The ranges X < Xo and Xo :::;; X < x1 describe incompatible events . Their union is
X:::;; x1' and hence :

P(X < x.) = P(X < xo) + P(x o :::;; X < x.)

P(xo :::;; X < x.) = P(X < x.) - P(X < xo)
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Distribution function : A distribution function Fx (x) is introduced for the ran­
dom variable X. The value of the distribution function is the probability P(X < x);
it lies in the interval [0,1].

Fx(x):= P(X < x)

The properties of the distribution function Fx (x) follow directly from the rules of the
calculus of probabilities for a random variable. The distribution function Fx(x) in­
creases monotonically. It takes the value 0 for x~- oo and the value 1 for x~oo .

lim Fx(x) = 0
x~- oo

lim Fx(x) = 1
x~ oo

Classification of random variables : Random variables are classified accor­
ding to the properties of their distribution functions:

(1) A random variable X is said to be discrete if the distribution function Fx (x) is
piecewise constant.

(2) A random variable X is said to be continuous if the distribution function Fx (x)
is continuous.

(3) If a distribution function Fx (x) is neither continuous nor piecewise constant,
then the random variable X is neither continuous nor discrete. In this case,
the distribution function Fx (x) may be represented as the sum of a continu­
ous function and a piecewise constant function .

Since the derivatives of the distribution functions for different types of random va­
riables differ sign ificantly, they are referred to by different terms :

(1) The derivative of the distribution function of a discrete random variable is
called a probability function.

(2) The derivative of the distribution function of a continuous random variable is
called a density function .

(3) The derivative of the distribution function of a general random variable, which
may be neither discrete nor continuous, is called a generalized density func­
tion.

Discrete random variable : The distribution of a discrete random variable X is
described by a probability function Px (x). The value of the probability function is

the probability P(X = x) , which is non-zero only for discrete values Xj ' The distribu­
tion function Fx (x) is obtained by summing the probability function Px (x).

P(X = x)

P(X < x) I Px(s)
s<x

o :5 px (x) :5 1

o :5 Fx (x) :5 1
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The probability function Px is graphically represented by a bar diagram. The dis­
tribution function Fx is a step function. The relationship between the probability
function and the distribution function is illustrated graphically.

Px
1

Fx

Pj

0
x xj x

Continuous random variable The distribution of a continuous random vari­
able X is described by a density function , which is piecewise continuous. The limit
of the probability density P(x s X < x + Llx) / Llx for Llx --+ 0 is called the density
function and is designated by fx (x). The distribution function Fx (x) is calculated
by integrating the density function f(x). Conversely, the density function fx(x) is
obtained by differentiating the distribution function Fx (x).

lim P(X:5 X < X + Llx)f (x) 0 :5 fx (x)x Llx--+O Llx

P(X < x)
x

Jfx (s) ds
- 00

o :5 Fx (x) :5 1

The relationship between the density function and the distribution function is illus­
trated graphically.

Xl x

General random variable The distribution of a random variable X which is nei­
ther continuous nor discrete is described by a generalized density function fx (x)
composed of the density function fo(x) for the continuous component and delta
functions o(x - x) with the probabilities Px(Xj) for the discrete values xj . Using the
rules for delta functions, the distribution funct ion Fx (x) is calculated by integrating
the density.tunction fx (x). Conversely, the density function fx (x) may be obtained
by differentiating the distribution function Fx (x).

fx (x) fo(x) + L Px (x j ) o(x - Xj)
j

Fx(x)
x

P(X < x) = J fx(s) ds
- 00

o :5 Fx (x) :5 1
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Integrating the delta function b(x) yields the Heaviside function H(x). Conversely,
differentiat ing the Heavis ide function H(x) yields the delta function b(x).

x
dH(x)

H(x) I b(s) ds b(x) ----ax
- 00

H(x) 0 for x <O b(x) o for x ~O

H(x) for x ;:;:O

The relationship between a genera lized density function and a genera l distribution
function is illustrated graphically.

PI b(x - x.) I..
..-

0 '---'--- - - - - - - - .
a Xl b a Xl b

The distributions of discrete and cont inuous random variables may be conside red
as special cases of the general ized density function. This representation allows a
uniform treatment of probab ility theory for random variables , without a distinction
between discrete and cont inuous random variables. However, these differences
must be taken into account in numerical calculations.

Example 1 : Discrete uniform distribution

Let a die with the numbers 1 to 6 be given. The discrete random variable X is the
number thrown. Its range is the set of integers from 1 to 6. Each number occurs
with the same probab ility 1/ 6 if the die is thrown. The random variable X is there­
fore uniformly distributed. The probability funct ion Px (x) takes the value 1/ 6 for
each of the integer values from 1 to 6.

Px (x) = 1/6 x = 1,2,3,4,5,6

The distribution funct ion Fx (x) is obtained by summing the probability function. Its
value is 0 for x < 1 and 1 for x > 6. It is a step function .

1
"6

Px

2 3 4 5 6 x

~
~

_-1-

2 3 4 5 6 X
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Example 2 : Exponential distribution

Let a continuous random variable X be given whose density function is zero for
x < 0 and decays exponentially with the rate A> 0 for x ~ O.

fx (x) = C e-Ax x ~ 0

The distribution function Fx (x) is obtained by integrating the density function:

x x
Fx(x) = ffx(S)dS = cfe-ASds = -C(e-AX-1)IA

- 00 0

The constant of proportionality C is determined from the condition that the distribu­
tion function Fx tends to 1 for x -+ 00 • The limit Fx (x) = 1 for x -+ 00 yields C = A.
This leads to the following density function and distribution function for the expo­
nential distribution :

x ~ 0

1. \--- --- - - - - - -

x x
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Introduction : Important properties of a random variable are described by char­
acteristic values of the distribution of the random variable . The mean, the standard
deviation and the skewness are typical characteristic values. The definition of the
moments of a distribution forms the basis for the calculation of characteristic
values . The moments are also called expectation values.

Moments : Let a random variable X with the density function fx (x) in general
form be given. The k-th moment (moment of order k) is defined as follows :

00

E(X k) := J xkfx(x)dx
- 00

The zeroth-order moment is given by the limit of the distribut ion function Fx (x) = 1
for x~ 00 . The first-order moment is the mean of X and is designated by ftx '

E(Xo) = 1 E(X) = ftx

Central moments The k-th central moment is the k-th moment with respect to
the mean ftx ; it is designated by D(X k).

00

D(X k) = J (x - ftx)k fx (x) dx
- 00

The central moments may be determined from the moments E(X k). The following
formula is obtained by expanding the expression (x - ftX)kaccording to the bino­
mial theorem :

D(X k) = ±(~) (-ftx)i E(Xk -j)
j=O J

Evaluating this formula for the first, second and third central moment yields:

ftx - ftx

E(X2) - 2ft~ + ft~

E(X3) - 3ftx E(X2)+ 3ft~ - ft~

a

E(X 2
) - ft~

E(X3) - 3ftx E(X2) + 2ft~
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Characteristic values : The properties of a random variable X are described by
the following characteristic values:

mean

variance

standard deviation

variation coefficient: Vx ax / !lx

skewness Sx D(X3) / o~

The mean !lx is also called the expectation value of X. The variance o~ and the
standard deviation ax characterize the extent to which X scatters around the mean
!lx' The variation coefficient Vx is the ratio of the standard deviation ax and the
mean !lx ' The skewness Sx is a measure of the asymmetry of the generalized den­
sity function around the mean !lx and is zero in the symmetric case.

Example 1 : Moments and characteristic values of the discrete uniform distribution

Consider the discrete random variable X with the discrete uniform distribution from
Example 1 in Section 10.3.2 .

Px(x) = 1/6 x = 1,2,3,4,5,6

In the calculation of the moments for discrete random variables, the integral involv­
ing the generalized density function becomes a sum involving the probability func­
tion.

6 6 21E(X) L x px(x) 1 L x 6 = 3.5
x=1 6 x= 1

6 6 91E(X2) L x2 px(x) 1 L x2
6 = 15.167

x=1 6 x=l

6 6
4~1 = 73.5E(X3) = L x3 Px(x) 1 L x3

x=1 6 x=1

2.917

0.000

E(X 2
) - !l~

E(X 3) - 3 !lx E(X2) + 2 !l~

The second and third central moments are calculated as follows using !lx = E(X)
=3.5 :

D(X2)

D(X3)

The mean and the standard deviation are given by :

mean

standard deviation

!lx E(X) 3.500

ax = j D(X2) = 1.708

The skewness of the probability function is Sx = 0, since the distribution is symmet­
ric with respect to its mean.
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Example 2 : Moments and characteristic values of the exponential distribution

Consider the cont inuous random variable X with the exponential distribution from
Example 2 in Section 10.3.2.

fx (x) = A. e- l.x A. > 0 x ~ 0

The k-th moments may be calculated recurs ively. The recursion formula is ob­
tained through integration by parts :

ex;

J xk A. e-l.xdx

°
k E(Xk - 1) / A.

00

[_xk e-l.x]: + ~ J X
k

-
1 A. e- AXdx

°
k ~ 1

With E(Xo) = 1, this yields the formula for the k-th moment :

E(Xk) = k! / A.k k ~ 0

(2 - 1) / A.2

(6 - 6 + 2) / A.3

E(X2) - !J.~

E(X3) - 3 !J.x E(X 2) + 2 !J.~

The second and third central moments are calculated as follows using !J.x = E(X)
=1 /A.:

D(X2)

D(X3)

The exponential distribution is thus characterized by the following values :

mean !J.x E(X) 1 /A.

var iance 0 2 D(X2) 1 /A.2x

standard deviation Ox j D(X2) 1 /A.

variation coefficient : Vx Ox /!J.x

skewness Sx D(X3)/ o~ = 2
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10.3.4 FUNCTIONS OF ONE RANDOM VARIABLE

Introduction : In technical applications, a random variable Y is often assumed
to exhibit a deterministic dependence on a random variable X. The dependence
is described by a function. The distribution and the moments for Yare to be deter­
mined from the distribution and the moments for X. The required fundamentals are
treated in the following.

Function : Let every value x of the random variable X be assigned a unique
value y of a random variable Y. This assignment is described by a function y = g(x).
The inverse function x = g-1(y) exists if every value y is also associated with a
unique value x.

Y := g(X) y = g(x)

...----_.
Fy

Distribution function The probability that Y takes a value less than y is equal
to the probability that the function g(X) takes a value less than y. The distribution
function Fy (y) is therefore obtained by integrating the density function fx (x) over
the range on which g(x) is less than y.

Fy (y) = P(Y < y) = P(g(X) < y) f fx (x) dx
g(x)<y

The determination of the distribution function Fy (y) from the density function fx (x)
using the function y = g(x) is illustrated graphically.

y y
• •

g(x)

V K,
~'
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If the inverse function x = g-l(y) exists, the relationship between the distribution
functions Fx and Fy may be determ ined explicitly. Two cases need to be consid­
ered, depending on whether the function y = g(x) increases or decreases mono­
tonically.

g- l (y)

Fy(Y) I fx (x) dx FX(g-l(y)) Fx(x) g' (x) ~ 0
- 00

00

Fy(Y) I fx(x)dx 1 - Fx(g-l(y)) 1 - Fx(x) g' (x) ~ 0
g-l (y)

Probability function and density function : If the random variable X is dis­
crete, the random variable Y is also discrete. If the random variable X is continu­
ous, the random variable Y may be discrete or continuous, depending on the
function y = g(x). If g(x) is a step function , the random variable Y is discrete . If g(x)
is piecewise invertible, the random variable Y is continuous.

The relationship between the distributions of X and Ycan be determined explicitly
if the inverse function x = g-l (y) exists. In this case, the probability function for a
discrete random variable is given by :

py (y) = Px (g-l(y)) = Px(x)

The density funct ion for a continuous random variable is obtained by differentiating
the distribution funct ion. A distinction between the cases of monoton ically increas­
ing and decreasing functions is avoided by using the absolute value.

- 1 Idg-
1 I I dx Ify(Y) = fx (g (y)) --ay = fx(x) dy

Moments : The k-th moment of the random variable Y is calculated according
to the following rule :

00

E(yk) = I yk fy (y) dy
- 00

00I gk(X) fx (x) dx
- 00

The rule holds for general functions g(x) and for generalized density functions
fx (x). The central moments D(yk) are calculated from the moments E(yk) accord­
ing to the formulas in Section 10.3.3.

Transformation : If the function y =g(x) has an inverse x = g-l(y), the random
variable X may be mapped to Yusing g(X) and conversely the random variable Y
may be mapped to X using g-l (Y). These mappings are called transformations of
random variables.
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Example 1 Linear dependence

Let a random variable Y exhibit a linear dependence on a random variable X. Then
the following rules of transformation hold :

Y g(X) aX + b

X = g-1(y) = (Y - b) / a

The distribution function Fy(Y) is given by :

y = g(x) ax + b

x = g-1(y) = (y - b) / a a ~ 0

Fy(Y)

Fy(Y)

Fx(x) Fx((y-b)/a)

1 - Fx (x) = 1 - Fx ((y - b) / a)

a > 0

a < 0

If X is discretely distributed, then Y has the following probability function py (y) :

Py (y) = Px(x) = Px ((y - b) / a) a ~ 0

If X is continuously distributed, then Y has the following density function fy (y) :

a ~ 0

The first and second moments are determined as follows :

00

E(Y) = f (ax + b) fx (x) dx
- 00

a E(X) + b

00

E(y2) = f (ax + b)2 fx (x) dx = a2E(X2) + 2 ab E(X) + b2

-00

This yields the following formulas for the mean and the variance:

[tv E(Y) = a[tx + b

o~ E(y2) - [t~ = a2E (X2) + 2ab E(X) + b2 - (a[tx+ b)2

o~ a2(E (X2) - [t~) = a2 o~
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Example 2 : Quadratic dependence

Let a random variable Y exhibit a purely quadratic dependence on a random vari­
able X. Then the following rules hold:

Y = g(X) = X2 Y = g(x) = x2

There is no inverse function x = g-1(y). The distribution function Fy (y) is therefore
calculated as follows:

IY
Fy(Y) = f fx(x) dx f fx(x) dx

x2 < y - .(y

Fy(Y) = Fx (jy) - Fx(- '/y)

If the random variable X is continuous, the random variable Y is also continuous.
The density function fy (y) is obtained by differentiat ing the distribution function :

dFy 1 t: t: r;;
fy(Y) = dy = 2(fx( yY) + fx(- yY))/ yY

The moments of the random variable Yare obtained from the moments of the ran­
dom variable X :

00

E(yk
) = f yk fy (y) dy

- 00

00

f x2k fx (x) dx
- 00

The mean is obtained as follows :

!ty = E(Y) = E(X2) = !t~ + o~
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10.3.5 FUNCTIONS OF SEVERAL RANDOM VARIABLES

Introduction : In technical applications, a random variable is often assumed to
depend deterministically on several independent random variables. This depen­
dence is described by a multidimensional function. The distribution and the mo­
ments of the dependent random variable are to be determ ined from the distribu­
tions and moments of the independent random variables. The required fundamen­
tals are treated mainly for functions of two independent random variables.

Independent random variables : Two random variables X and Yare said to be
independent if the events X < x and Y < yare stochastically independent for all x, y.

Function : Every pair of values (x,y) of the independent random variables X,Y
is assigned a value z of the random variable Z. This assignment is described by
a two-dimensional function z = g(x,y).

Z := g(X,Y) z = g(x,y)

Distribution function Let the random variables X,Y be independent. Let their
generalized density functions be fx (x), fy(Y). According to the product rule, the
probability that X takes values between x and x +dx and Y takes values between
y and y + dy is fx(x) fy(y) dxdy.lntegrating this probability overthe range g(x,y) < z
yields the distribution function Fz (z) :

Fz (z) = P(Z < z) = P(g(X,Y) < z) = f f fx(x) fy(y) dx dy
g(x,y)<z

Probability function and density function : The distribution of the random
variable Z depends on the properties of the distributions for X,Y and the function
g(x,V). If the random variable Z is cont inuous, the density function fz (z) is obtained
by differentiating the distribution function.

Moments : The k-th moment of the random variable Z is obtained according to
the following rule :

00

E(Zk) = f Zk fz(z) dz
- 00

00 00

f f gk(x,y) fx(x) fy(y) dx dy
- 00- 00

The rule is valid for general functions g(x,y) and for generalized density functions
fx(x), fy(y), The central moments D(Zk) are obtained from the moments E(Zk)
according to the formulas in Section 10.3.3.

Elementary dependences : The cases in which the random variable Z is the
sum, the product, the minimum or the maximum of two independent random
variables X and Yare of special importance in probability theory. These cases are
treated in the following .
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Sum Z: = X + Y : The distribution function Fz(z) for the sum Z = X + V may be
reduced from a double integral to a simple integral.

Fz(z) = f f fx(x) fy(y) dx dy
X+ Y< Z

00

Fz(z) = f Fx(z-y) fy(y) dy
- 00

The simple integral is called a convolution integral. Interchanging X and V as well
as x and y yields the dual convolution integral. Differentiating the distribution func­
tion Fz(z) leads to the following convolution integral for the density function fz(z) :

00

fz(z) = ffx(z-y)fy(y)dY
- 00

The k-th moment is obtained as follows :
00 00

f f (x + y) k fx(x) fy(y) dx dy
- 00 - 00

J(n J Jxk
-

j yi fx(x) fy(y) dx dy
J- O - 00- 00

±(~) E(Xk- j) E (Vi)
i=O J

The mean and the variance are given by :

Product Z := X· Y : As in the case of a sum, the double integral for the distribu­
tion function Fz(z) of the product Z = X· V may be reduced to a simple integral.

Fz(z) = f f fx (x) fy(y) dx dy
x-v« :

o 00

Fz{z) f (1 - Fx (z/y)) fy{y) dy + f Fx{z/y) fy{y) dy
- 00 0
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Differentiating the distribution function Fz(z) leads to the following convolution
integral for the density function fz(z) :

00

fz(z) = J I ~I fx(z/y) fy(y) dy

The k-th moment of Z is equal to the product of the k-th moments of X and Y :
00 00

E(Zk) = J J (xy)" fx (x) fy(y) dx dy = E(Xk) E(yk)

- 00- 00

The mean and the variance are given by :

!tz E(Z) !tx !ty

o~ = E(Z2) -!t~ = (o~ + !t~)(o~ + !t~) - !t~

Maximum Z = max (X,Y) : The distribution function Fz(z) for the maximum
Z = max(X,Y) may be reduced from the double integral to the product of the dis­
tribution functions Fx and Fy :

Fz(z) J J fx(x)fy(y)dxdy
max(x,y) < z

z z

Fz(z) J J fx(x) fy(y) dx dy
- 00 - 00

Differentiating the distribution function Fz(z) leads to the following density function
fz(z) :

fz(z) = fx (z) Fy(z) + Fx(z) fy(z)

The moments of Z can only be reduced to the moments of X,Y if the distributions
of X, Yare known.

Minimum Z = min (X,V) : As for the maximum, the double integral for the dis­
tribution function Fz (z) of the minimum Z = min (X,Y) may be reduced to an ex­
pression involving the distribution functions Fx and Fy .

Fz(z) J J fx(x) fy(y) dx dy = 1 - J J fx(x) fy(y) dx dy

min(x,y)<z min(x,y) ~ z

00 00

Fz(z) 1 - J J fx(x) fy(y) dx dy
z z

Fz(z) 1 -(1 - Fx(z» (1 - Fy(z»
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Differentiating the distribution function Fz{z) leads to the following density function
fz{z) :

fz{z) = fx{z) (1 - Fy{z)) + (1 - Fx{z)) fy{z)

Generalized dependences : The elementary dependences of two independent
random variables may be generalized to several random variables. The probability
distribution and the moments of the dependent random variable are determined
iteratively. In each step, a dependent random variable is considered which exhibits
an elementary dependence on two independent random variables. This proce­
dure leads to the following results for several random variables :

1. If the dependent random variable Z is a sum or a product of n independent
random variables Xj , then the mean and the variance of Z are obtained as
follows:

n n n 2
Z I x, fiz I fiX' o~ I OX'

j=l J j=l J j = l J

n n n

Z jD
1

Xj fiz = jD
1

fiXj o~ = in(O~j + fi~j) - fi~

2. If the dependent random variable Z is a linear combination of n independent
random variables Xj' then the mean and the variance of Z are calculated as
follows, using the rules for linear transformations in Section 10.3.4 :

n
fiz = I c· fix '

j=l J J

n
o~ = I c? o~.

j=l J J

3. If the random variable Z is a maximum or a minimum of n independent ran­
dom variables Xi' then the distribution funct ion Fz{z) is obtained as follows :

n
Z max (X 1, . .. ,Xn) Fz{z) n FXj{z)

j = l

n
Z min (X 1, . . . ,Xn ) Fz (z) = - n (1 - FXj{z))

j=l

Example 1 : Sum of two discrete random variables Z = X + Y

Two dice are thrown in a game. Each yields a number from 1 to 6. Let the number
on the first die be the discrete random variable X, and let the number on the second
die be the discrete random variable Y. Both random variables are uniformly distrib­
uted according to Example 1 in Section 10.3.2. The sum of the numbers on the two
dice is the discrete random variable Z = X +Y. It takes integer values from 2 to 12.
Its probability function is to be determined.
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px(x)

py(y}

1/6

1/6

10.3.5 Random Variables: Functions of Several Random Variables

x == 1,2,3,4,5,6

Y == 1,2,3,4,5,6

2~z~7

The probability function Pz(z) may be determined by inspection. This is demon­
strated for z == 5. The numbers on the dice add up to z == 5 for the pairs (1,4), (2,3),
(3,2) and (4,1). Due to the stochastic independence of the two numbers, each pair
of numbers occurs with the probability i .i. There are 4 different pairs of numbers
which yield z == 5, and hence the probability is 3~ '

The probability function Pz (z) is formally obtained as a convolution of the probabil ­
ity functions Px(x) and Py (y). For discrete random variables, the integral form of
the convolution involving generalized density functions becomes a sum involving
probability functions.

00

Pz(z) == I Px(z - y) Py(y)
y=- oo

For 2 ~ z ~ 7, the probability functions Px(z - y) and py(y} take non-zero values
only for 1 ~ Y ~ z - 1, and hence:

z-1 1 z -1 1
Pz(z} == I Px(z-y} py(Y) == 36 I 1 == 36 (z-1)

y=1 y=1

For 7 ~ z ~ 12, the probability functions Px(z - y} and Pv(y) take non-zero values
only for z - 6 ~ Y ~ 6, and hence :

6 6
Pz(Z} == I Px(z-y) Py(Y} == ;6 I 1 == ;6(13-Z} 7~z~12

y=z-6 y=z-6

The probability function Pz(z) of the discrete random variable Z has a triangular
form over the range 2 ~ z ~ 12.

Pz

I I II
2 7 12

z
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Example 2 : Sum of two continuous random variables Z = X + Y

Let the random variable Z be the sum of random variables X and Y which are dis­
tributed exponentially according to Example 1 in Section 10.3.2 :

fx (x)

fy (y)

a e-ax a > 0

~ > 0

x ~ 0

y ~ 0

The density function is given by the following integral :

00

fz (z) = I fx(z - y) fy(Y) dy
- 00

The function fx(z - y) takes non-zero values for y ~ z. The function fy(Y) takes
non-zero values for y ~ o. The integration range is therefore restricted to the inter­
val from 0 to z.

fz (z)

fz (z)

fz (z)

zI a e-a(z-y) ~ e-~y dy

o z
a~ e-az Ie (a- ~)y dy

o
a~ (_ AZ -UZ)--e f'-e
a - ~

a = ~

The mean I-lz and the variance a~ are given by :

I-lx = 1/a

a~ = 1 I a 2

I-ly = 1/~

a~ = 1I ~2

I-lz = I-lx + I-ly = 1 I a + 1 I ~

a~ = a~ + a~ = 1I a 2 + 1I ~2
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10.3.6 DISCRETE DISTRIBUTIONS

Introduction : Many problems in probability theory may be reduced to exper i­
ments in which a certain event either occurs or does not occur. In analogy with game
theory, the occurrence of the event is called a success, and the non-occurrence
of the event is called a failure. An experiment with the possible results success or
failure is called an elementary experiment. In a series of elementary experiments,
these experiments are assumed to be independent of each other. The different
problems which arise if several elementary experiments are considered lead to dif­
ferent distributions for discrete random variables. The important discrete distribu­
tions and their parameters are treated in the following.

10.3.6.1 Bernoulli distribution

Model : An elementary experiment yields either a success or a failure. The dis­
crete random variable X is assigned the value °for failure and the value 1 for
success.

random variable X = 0,1

Success occurs with the probability p, and failure occurs with the probability
q = 1 - p. The success probability p is the parameter of the distribution :

success probability

failure probability

Probability function :
probability function :

Px(x) = pX q1· x

° < p < 1
q = 1 - P

The Bernoulli distribution is described by the following

x = 0,1

k~1

Moments : The k-th moment of the Bernoull i distribution for k ~ 1 is equal to the
success probability.

1
E(Xk) = I xk px ql-X = P

x=o

The mean and the variance are given by :

~x E(X) p

o~ = E(X2) _ ~~ = p _ p2 = Pq

Remark : The Bernoulli distribution is the simplest distribution for a discrete ran­
dom variable. It describes the elementary experiment and thus forms the theoreti­
cal foundation for other discrete distributions.
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10.3.6.2 Binomial distribution

879

Model : An elementary experiment is repeated n times. Each experiment yields
either a success or a failure. Let the experiments be independent of each other.
The discrete random variable X is the number of successes in the n experiments.
It can take the following values :

random variable X = 0,1,...,n

The number n of elementary experiments and the success probability p are the
parameters of the distribut ion :

number of experiments

success probability

failure probability

n > 0

o < p < 1

q = 1 - P

Probability function : For n experiments, there are n! / (xl (n - x)!) different or­
dered n-tuples with exactly x successes and (n - x) failures. Accord ing to the
product rule, the probability for the occurrence of x successes and (n - x) failures
in an n-tuple is pX qn - x. The probability Px (x) for the occurrence of one of the
possible n-tuples is determined using the sum rule :

p (x) = n! pX qn- x = ( n) pX qn- x
X x!(n - x)! x

The probability function Px (x) is calculated recursively according to the following
rule :

n - x p
Px (x + 1) = x + 1 q Px (x) Px (0) = q"

The probabil ity function has one or two maxima in the interval [np - q, np + pl. It
is symmetric for p = q = 0.5. The probability function is illustrated graphically for
p = 0.25 and p = 0.50 with n = 10.

Px Px
P= 0.25 P =0.5

0.3 0.3

0.2 0.2

0.1 0.1

0.0 I 0.0
0 1 2 3 4 5 6 7 8 9 10 x 0 1 2 3 4 5 6 7 8 9 10 x
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Moments : The k-th moment of the binomial distribution is obtained as follows,
using q = 1 - P :

E(Xk) = Jo xk (Q) pX (1 - p)n-x

Differentiating the k-th moment with respect to the parameter p yields a recursive
equation for the moment of order (k + 1) :

~ E(Xk) = .s, i xk (n) pX (1_p)n-x
dp dp x=o x

Jo xk (Q) [XpX- 1 (1_p)n -x - pX(n-x) (1_p)n-x-1]

i xk (n) pX (1_p)n-x [~_ n-x]
x=o x p 1-p

i xk(n)pX(1_ P)n-X[ x __n]
x=o x p(1 - p) 1 - P

1 E(Xk+1) __n_ E(Xk)
p(1-p) 1-p

np E(Xk) + p(1 -p)E1 (Xk)

The moments of higher order for k > 0 are calculated starting from the zeroth-order
moment E(Xo) = 1 with E1 (Xo) = o. The first and second moments are :

E(X) np E(Xo) + p(1 - p) E1 (Xo) = np

E(X2) np E(X) + p(1 - p) E1 (X) = (np)2 + np(1 - p)

The mean and the variance are obtained from the first and second moments as
follows:

~x E(X) = np

o~ E(X2) - ~~ = np(1 - p) = npq

Property : A discrete random variable X which has a binomial distribution with
the parameters n, p is designated by X(n , p). The Bernoulli distribut ion is a special
case of the binomial distribution with n = 1. According to the model of the binomial
distribution, the random variable X(n , p) is the number of successes in n experi­
ments. It is the sum of n random variables Xj(1, p) which have a Bernoulli distribu­
tion. The random variable Xj (1, p) is the result of the j-th experiment. Its value is
ofor a failure and 1 for a success.

n
X(n , p) = L Xi (1, p)

i=1
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More generally, the sum of binomially distributed random variables with identical
success probability p is also binomially distributed.

n
X(m , p) = I Xj (n j , p)

j = 1

n
m = I n,

. J
) = 1

Example : Consider the automated manufacture of a product. Let 1% of all prod­
ucts be faulty. The probabilities that exactly zero or one products in a sample of
10 products are faulty are calculated as follows :

p = 0.01 q = 0.99 n 10

Px (0) COO) 0.01 0 0.99 10 0.9044 90.44%

Px (1) (\0) 0.011 0.99 9 0.0914 9.14%

The probability that several products in the sample are faulty is calculated as
follows:

P(X > 1)
1

1 - I px(s)
5 =0

0.0042 0.42%

10.3.6.3 Pascal distribution

Model : An elementary experiment is repea ted an arbitrary number of times .
Each experiment yields either a success or a fai lure . Let the experiments be inde­
pendent of each other. The discrete random variable X is the number of experi­
ments up to and includ ing the moth success. It can take the following values:

random variable X = m, m + 1,...

The number m of successes and the success probability p are the parameters of
the distribution :

number of successes

success probability

failure probability

m >O
o < p < 1

q = 1 - P

Probability function : The first x -1 experiments yield m-1 successes, and the
x-th experiment yields the moth success. The probability for m -1 successes in

x -1 experiments is given by the binomial distribution. The probability for the oc­
currence of the mothsuccess in the x-th experiment is p. The product of these two
probabilities is the probability Px (x) :

p (x) = (X- 1) pm-1 qx- mp = (X- 1) pmqx-m
x m-1 m-1
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The probability function Px (x) is calculated recursively:

x
Px (x + 1) = 1 q Px (x)x - m + Px (m) = p'"

For m = 1, the probability function forms a geometric sequence which decays with
the failure probability q. For m > 1, it possesses one or two maxima in the interval
[(m - 1) / p, (m - 1) / P + 1]. The probability function is illustrated graphically for
m = 1 and p = 0.25 as well as for m =3 and p =0.50.

Px m= 1 P= 0.25 Px m=3 p=0.5

0.2 0.2

0.1 0.1

II I0.0 0.0
0 1 2 3 4 5 6 7 8 9 10 x 0 1 23456 7 8 910 x

Moments : The k-th moment of the Pascal distribution is obtained as follows,
using q = 1 - P :

E(X k) = I xk (x =1) p'" (1 _p)x-m
x=m m 1

Differentiating the k-th moment with respect to the parameter p yields a recursive
equation for the moment of order (k + 1) :

.s. E(X k) = .s. I xk (x - 1) pm (1 _ p)x-m
dp dp x=m m-1

I xk (x =1) [mpm-l (1_p)x-m - p'" (x_m)(1_p)X-m-l]
x=m m 1

I xk (x -1) pm (1_p)x-m [m _ x-m]
x=m m -1 p 1-p

~ xk (x -1) pm (1_p)x-m [ m __x_]
xfm m - 1 p(1 - p) 1 - P

m E(Xk) _ _ 1_ E(Xk+1)
p(1-p) 1-p

m E(X k) - (1-p) E'(Xk)
P



www.manaraa.com

Stochastics 883

The moments of higher order for k > 0 are calculated starting from the zeroth-order
moment E(Xo) = 1 with E' (Xo) = O. The first and second moments are:

m E(Xo) - (1 - p) E' (Xo) =
P

~ E(X) - (1 - p) E' (X) =

m
p
m2 m- + (1-p)­p2 p2

The mean and the variance are obtained from the first and second moments as
follows:

Ilx E(X) = m1p

o~ E(X 2) -Il~ = (1 - p) m I p2 = mq I p2

Property : A discrete random variable X which has a Pascal distribution with the
parameters m, p is designated by X(m , pl . The geometric distribution is a special
case of the Pascal distribution with m = 1. According to the model of the Pascal
distribution, the random variable X(m, p) is the number of experiments up to and
including the moth success. It is the sum of m random variables Xj(1, p) which are
geometrically distributed. The random variable Xj(1, p) is the number of experi­
ments after the U- 1l oth success up to and including the j-th success.

m
X(m, p) = L Xj (1, p)

j=1

More generally, the sum of random variables which have Pascal distributions with
identical success probability p also has a Pascal distribution.

n
X(m,p) = L Xj (mj , p)

j=1

n
m = L rn .

j=1 J

Example : Construction work is to be carried out in a riverbed. It takes three
years and needs to be protected against flooding. Let the protection be designed
such that it fails in case of high water which on average occurs every 20 years . The
probabilities that the protection first fails in the first, second or third year are calcu­
lated as follows :

p = 1/20 = 0.05 q = 0.95 m = 1

Px (x) P q X-1

Px (1) 0.05 . 0.95° 0.0500 5.00%

Px (2) 0.05.0.951 0.0475 4.75%

Px(3) 0.05.0.952 0.0451 4.51%
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10.3.6.4 Poisson distribution

10.3.6 Random Variables : Discrete Distributions

Model : Consider a period of time from 0 to t in which successes occur with an
average success rate Aper unit of time. The discrete random variable X is the
number of successes in the given period of time. It can take the following values :

random variable X = 0,1,2'00'

The average success rate Aand the time t are the parameters of the distribution.
They are combined into the average number v of successes during the time t.

time

average success rate per unit of time

average number of successes

t > 0

A > 0
v = At

Probability function : Let the period of time from 0 to t be divided into n intervals
~t = tin such that in each interval ~t either a success or a failure occurs. In each
interval, the success probability is p = v/n and the failure probability is q = 1 - v/n.
The probability that x successes occur in the n intervals is given by the binomial

distribution.

( )
n!

Px (x) = nx pX qn-x =
x! (n - x)!

VX (1 - v/n)n
nX (1 - v/n)X

In the limit n -.. 00 , the term n! I (n" (n - x)!) tends to 1, the term (1 - v/n) x tends
to 1 and the term (1 -v/n)n tends to e-v. This yields the probability function ac­

cording to Poisson :

Px(x) = V
X

e-v

xl

The probability function Px (x) is recursively calculated according to the following
rule:

Px(x + 1) = ~1 Px (x)x+ Px (0) = e-v

The probability function has one or two maxima in the interval [v - 1, v]. It is illus­

trated graphically for v = 2.5 and v = 5.0.



www.manaraa.com

Stochastics 885

Px
v = 2.5

Px
v =5.0

0.2 0.2

0.1 0.1

0.0 I I 0.0
0 1 2 3 4 5 6 7 8 9 10 x 0 1 234 5 6 7 8 9 10 x

Moments : The k-th moment of the Poisson distribution is defined as follows:

Differentiating the k-th moment with respect to the parameter v yields a recursive

equation for the moment of order (k + 1) :

E' (Xk)

E' (X k )

E(Xk+ 1)

sL E(Xk ) = sL I xk V
X

e-V

dv dv x=o x!

~ E(Xk + 1) - E(X k )

V (E(X k) + E'(Xk ))

The moments of higher order for k > 0 are calculated starting from the zeroth-order
moment E(Xo) = 1 with E' (Xo) = O. The first and second moments are:

v (E(Xo) + E' (Xo))

v (E(X ) + E' (X ))

v

v(v + 1)

The mean and the variance are calculated from the first and second moments as
follows:

flx E(X) = v

o~ E(X 2
) - fl~ v
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Property : A discrete random variable X which has a Poisson distribution with the
parameter v is designated by X(v). The sum of random variables which have
Poisson distr ibutions also has a Poisson distribution.

n n
X(v) = I x,(v.) v = I v ,

j = 1 J J j=1 J

This property is proved for n = 2 using the convolution of the two probability
functions X1 and X2 according to Section 10.3.5. The probability that X takes
the value x is equal to the probability that X2 takes a value between 0 and x while
Xl takes the value x - x2 .

px(x)

The binomial theorem now yields :

Px(x)

Px(x) =
V

X
-v- e

xl

The property for n > 2 is proved by induction using the property for n = 2.

Example : On average 5 vehicles arrive on a given lane during the red phase of
a traffic light. The probability that more than 8 vehicles arrive at the traffic light is
calculated as follows :

v = 5.0

P(X > 8)

P(X > 8)

1 -5.0 ~ 5.0X

-e L - -
x=o xl

1 - 0.932 = 0.068 = 6.8%

The property that the sum of two random variables with Poisson distributions is
aga in a random variable with a Poisson distribution is easily interpreted for the ex­
ample of the traffic light. The number of vehicles which arrive at the traffic light

during the red phase on two different lanes with v 1 and v2 vehicles on average is
equal to the number of vehicles which arrive at the traffic light during the red phase
on one lane with v1 + v2 vehicles on average.
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887

Introduction : Various problems in the probability theory of continuous random
variables lead to different continuous distributions. Some of the continuous dis­
tributions may be derived from the discrete distributions by limit considerations.
The important continuous distributions and their parameters are treated in the
following.

10.3.7.1 Gamma distribution

Model : Consider a period of time from 0 to x in which successes occur with an
average success rate Aper unit of time. The continuous random variable X is the
time duration up to the m-th success. It can take the following values:

random variable X > 0.0

The number m of successes and the average success rate Aare the parameters
of the distribution :

number of successes

average success rate per unit of time

m >O

A > 0

Density function : Let the period of time from 0 to x be divided into n intervals
~x = x/n such that in each interval either a success or a failure occurs. In each
interval, the success probability is p = Ax/n, and the failure probability is therefore
q = 1 - Ax/n. The probability that the m-th success occurs in the n-th interval is
given by the Pascal distribution in Section 10.3.6.3.

(x) - (n-1) m n-m _ (n-1)! A~X(AX)m- 1 (1- Axjn)n
px - m-1 p q - (m-1)!(n-m)! nm- 1 (1 - Axjn)m

The density function fx (x) is obtained from the quotient Px (x) / ~x in the limit~x~o
and thus n~ 00 . In this Iimitthe term (n -1)! / (nm- 1(n - m)!) tends to 1, the term
(1 - Axjn)mtends to 1 and the term (1 - Axj n)n tends to e- Ax.

f (x) = lim px(x) = A (AX)m-l e-Ax
x t.x-o ~x (m -1)!

Bya linear transformation from the random variable X to the standardized random
variable U, the density function fx (x) is transformed to the standardized density
function fu(u) :

fx(x) A fu(u) u = AX x = ul ):

Um-l -u- -e
(m-1) !
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For m = 1, the standardized density function fu (u) is a decaying exponential dis­
tribut ion. For m > 1, it has a maximum at u = m-1 . For m = 2, it has a point of in­
flection at u = m, and for m > 2 it has two points of inflection at u = m-1 ± j m-1 .
The standard ized density function is illustrated graphically for m = 1,2,3.

1.0 m =1

4

m=3

32
IL...,,~--------=-=====~---.u

Distribution function : The distribution functions Fx(x) and Fu(u) are obtained
by integrating the corresponding density functions fx(x) and fu(u).The linear trans­
formation yields:

u = AX x=u lA

U

_1_ I Sm-1 e-S ds
(m-1)!

o

Integration by parts yields the following expression for the standardized distribu­
tion function :

U

Fu(u) = I e-Sds = [ - e-S]~ = 1-e-U m=1

o

I
u

sm-1 -s _ [sm-1 -sJu IU sm-2 -s
Fu(u) 0 (m_1),e ds- - (m_1),e 0 + 0 (m _1)!(m -1)e ds

U

I sm-2 um- 1
(m -2)! e-

S
ds - (m -1) ! e-

U

o

Applying the integration by parts recursively for m > 1 yields:

m-1 un -u
Fu(u) = 1- I-e

n=O n!
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Moments : The k-th moment of the standardized variable U is defined as follows :

E(Uk) = fOO Uk um
-

1 e-U du
(m -1)!

°
Integrating the k-th moment by parts yields a recursive equation:

E(Uk) = foo Uk+m- 1 -u d
(m-1)! e u

°
[

_ Uk+ m- 1 e-u] 00 foo Uk+m-2 -u
(m -1)! 0 + ° (m-1)! (k+m-1) e du

E(Uk) = (k+m-1) E(Uk - 1)

The moments of higher order for k > 0 may be obtained starting from the moment
E(Uo) = 1. The first and second moments are :

E(U) = m E(Uo)

E(U2) = (m + 1) E(U 1)

m

m(m +1)

The mean and the variance for the standardized random variable U are obtained
from the first and second moments as follows :

m

m

The mean and the variance for the random variable X are determined according
to the rules for linear transformations:

x un

Ilx Ilu n mn:
o~ o51A.2 = m 1A.2

Properties : The gamma distribution is derived from the Pascal distribution. The
properties of the Pascal distribution may therefore be transferred to the gamma
distribution. A cont inuous random variable X which has a gamma distribution with

the parameters m and 1.. is designated by X(m, 1..). The exponential distribution is
a special case of the gamma distribution with m = 1. In analogy with the Pascal
distribution, one obtains

m
X(m,1..) = L Xj (1, 1..)

j =1
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More generally, the sum of random variables which have gamma distributions with
identical success rate A also has a gamma distribution.

n
X(m,A) = 2: Xj (mj, A)

j =1

n
m = 2: m.

j=1 J

Generalization : The gamma distribution is derived for integer values of m. It
may, however, also be applied for real values of m > o. The standardized density
and distribution functions are calculated using the gamma functions, which are
tabulated in mathematical handbooks.

00

fu (u) um- 1
f(m) J um- 1 e-u duf(m) e-

u

0

f(m ,u)
U

Fu(u) f(m,u) JSm-l e-s ds
f(m)

0

Example : A device has an average lifetime of 5 years. The average failure rate
of devices per year is A= 1/5. The probabilities that the lifetime of a device is less
than two years or greater than ten years, respectively, are calculated as follows
using the exponential distribution:

A = 0.2 m=1 u =0.2x

P(X::;;2) Fx(2) Fu(O.4) 1 - e-o.4 = 0.330 = 33.0%

P(X>10)= 1-Fx(10)= 1-Fu(2.0) = 1-1+e-2.O = 0.135=13.5%

10.3.7.2 Normal distribution

Model : Consider a continuous random variable X which is the sum of a large
number of elementary random variables Xj . Let the elementary random variables
be independent with identical distributions.

n
random variable X := 2: x. n -.. 00

j=l I

The mean f.lx and the standard deviation ax of the random variable X are the pa­
rameters of the distribution.

mean

standard deviation
f.lx
ax > 0.0
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Density function : According to Section 10.3.6.2, a binomially distributed ran­
dom variable is the sum of random variables with Bernoulli distributions. The sum­
mation constitutes a similarity between the model of the binomial distribution and
the model of the normal distribution. The normal distribution may be derived from
the binomial distribution. This derivation is shown in the following. The probability
function Px (x) of the binomial distribution for integer variables 0 :5 X :5 n is recur­
sively calculated as follows:

n - x p
Px (x + 1) = x + 1 q Px (x)

The difference of two consecutive function values is :

np - x - q
Px (x + 1) - Px (x) = (x + 1)q Px(x)

p+q

The parameters nand p,q are replaced by the mean ftx and the standard deviation
Ox of the binomial distribution:

ftx = n P Ox j npq

ftx - x - o~ / ftx
(x + 1)o~/ftx Px(x)

Using the following linear transformation, the integers x ;e: 0 are mapped to real

numbers u. The function Px(x) is transformed into Pu(u) :

u = (x - ftx)/ox !lu = 1/ Ox Pu(u) Px(x)

( ) ( )
A U + Ox/ ftx ( )

Pu u + !lu - Pu u + uU 1 + 1 / ftx + uo
x

/ ftx Pu u 0

Upon introduction of the density function fu (u) = Pu(u) / !lu this becomes:

....::fu'---(u_+_!l----.-u)_-------"fu'---(u---'-) + u + Ox/ ftx f (u) = 0
!lu 1+1/ftx+ uox /ftx u

In the limit n~ 00 , the terms !lu, 1/ ftx and 0x / ftx tend to O. This leads to a linear
homogeneous differential equation for the density function with the following solu­
tion:

f'u(u) + uf u (u) = 0

fu (u) = C e-u2/ 2

This limit consideration yields the standardized density function fu (u) of the normal
distribution. The constant of proportionality C is 1 / ./2ii;, so that the integral of fu (u)
over the range - 00 :5 U :5 00 is equal to 1.
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Using the following linear back transformation, the real numbers u are mapped to
the real numbers x. The standardized density function fu(u) is transformed into the
density funct ion fx(x) of the normal distribution .

x = Ilx + u Ox

The graph of the standardized density function fu (u) is bell-shaped and symmetric.
It has a maximum at u =°and two points of inflection at u = ± 1. The graph of the
density function fx (x) is a bell shape around the mean Ilx which becomes increas ­
ingly flat with increasing standard deviation ox' For Ox~ 0, the density funct ion
fx (x) tends to the delta function 6(x - Ilx)' The density function fu (u) and the den­
sity function fx (x) with various standard deviations Ox are shown.

lu Ix

-3 -2 -1 0 2 3 u x

Distribution function : The distribution funct ions Fx (x) and Fu (u) are obtained
by integrating the corresponding density functions fx (x) and fu (u). The density
functions cannot be integrated analytically. The integration must therefore be per­
formed numerically. The results of the numerical integration of the standardized
distribution functions Fu (u) are tabulated in mathematical handbooks. The linear
transformation between x and u yields :

x = Ilx + uOx

The distribution function Fu(u) is usually tabulated only for positive values u ~ O.
For negative values u < 0, the distribution function Fu(u) is calculated using the
following formula, which follows from the symmetry of the density function fu(u).

Fu(-u) = 1 - Fu(u)
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Moments : The k-th moment of the standardized normal distribution is defined
as follows:

E(Uk) = c r uk e-u2/2 du
- 00

c = _ 1_
j2n

Since the density function fu(u) is symmetric, all moments for odd k are zero. For
even k, integrating the k-th moment by parts yields a recursive equation:

00
c f uk e-u2/2 du

- 00

C [Uk+1e_U2/2] 00
k + 1 - 00

+ c fOO Uk+2 -u2/2 du
k + 1 e

- 00

E(Uk) = _ 1_ E(Uk+2)
k + 1

E(Uk+2) = (k + 1) E(Uk)

The moments of higher order for even k » 0 are calculated starting from the mo­
ment E(Uo) = 1. The first and second moments are:

E(U) = 0

E(U2) = E(Uo) = 1

The mean and the variance of the standardized random variable U are calculated
from the first and second moments as follows:

o

The mean and the variance of the random variable X are determined according
to the rules for linear transformations; they correspond to the parameters of the
normal distribution.

x f.lx + u Ox

Properties : A continuous random variable X which has a normal distribution
with the parameters f.lx and Ox is designated by X(f.lx,ox)' The sum of normally
distributed random variables is also normally distributed.

n

X(f.lx'ox) = I Xj (f.lXj ,CJXj)
j =1

n

f.lx = I f.lX'. J
J=1

n

I o~.
j=1 J
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This property is proved for n = 2 using the convolution of the two density functions
according to Section 10.3 .5. The result for n > 2 then follows by induction. More
generally, any linear combination of normally distributed random variables is also
normally distributed.

n

X(llx'ox) = I Cj Xj (IlXj ,0Xj)
j=l

n

Ilx = I c, mX"
j=l J J

n 2 2I c: OX"
j=l J )

Central limit theorem : A binomially distributed random variable is the sum of
n independent random variables with identical Bernoulli distributions. The normal
distribution is derived from the binomial distribution for the limit n~ 00 . This rela­
tionship between the binomial distribution and the normal distribution is a special
case of the central limit theorem. The central limit theorem states that the sum of
independent random variables with different distributions tends to a normal distri­
bution if the number of random variables tends to 00. The contributions of the indi­
vidual random variables to the sum are assumed to be uniformly small.

Example : Consider a bridge beam with two spans of equal length . Let the verti­
cal displacements of the supports be normally distributed with the same mean

Il = 0 and the same standard deviation 0= 0.5 cm.

1 2 3

E 1, ~

1x, r3 Xi displacement of support i

The probability that the displacement Xi at a support i is less than Xi = 1.0 cm is
calculated as follows:

u = (x i - Il) / o = (1.0-0.0)/0.5 = 2.0

P(\ < Xi) = F(x j ) = Fu (2.0 ) = 0.977

The bending moment B at the central support 2 depends linearly on the vertical

displacements of the supports.

B = Mo( - Xl + 2X2 - Xs)

Since the vertical displacements Xi are normally distributed, the bending moment

B is also normally distributed. The mean Ils and the standard deviation as are
calculated as follows:

Its = Mo( - It + 21t - It) = 0

as = Mo( + 02 + 402 + 02)1 /2 0.5 Mo !6
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The probability that the bending moment is less than b = 2Mo is calculated as
follows:

u = (b-!ts) /os = (2Mo-0) /(0.5Mo J6) = 1.63

P(B <b) = Fs(b) = Fu(1.63) = 0.948 = 94.8%

10.3.7.3 Logarithmic normal distribution

Model : Consider a continuous random variable V which is the product of many
elementary random variables Vj > O. Let the elementary random variables be in­
dependent with identical distributions.

random variable
n

V:= ll Vj > 0
j=l

n~oo

The mean !tv and the standard deviation 0v are the parameters of the distribution.

mean

standard deviation

!tv > 0

0v > 0

Logarithmic transformation : The random variable X is introduced as the natu­
rallogarithm of the random variable Y. The product form of the elementary random
variable Vj is thereby transformed into a sum.

n n
X = In V = In n v. = L In V.

j=l J j=l J

Iny

y

x

The sum form follows the model of the normal distribution. The random variable X
is therefore normally distributed. The following transformation equations describe
the logarithmic transformation :

dx 1
dy V
dy
dx

Distribution : The random variable X has a normal distribution with the mean !tx
and the standard deviation ox'

1(X-~x)2
fX (x) = 1~ e - 2 ----ax

°x v2:n:

The logarithmic normal distribution of the random variable V is determined from
the normal distribution of the random variable X using the rules in Section 10.3.4.
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fy (y)

Fy(Y)

10.3.7 Random Variables : Continuous Distributions

~ fx (In y)

Fx(In y)

Moments : The k-th moment of the random variable Y is obtained from the mean
Ilx and the standard deviation Ox of the random variable Xaccording to the rules
in Section 10.3.4.

00

E(yk) = I yk fy(y) dy

o

The integral expression yields the following formula for the k-th moment :

E(yk) = 1 Ioo

ekx -~ (X ~;x)' dx

OxI2it - 00

00 _1 (X- J.lX -k O~) 2 +kJ.l + k20 2 / 2
1 I e 2 Ox x x dx

0x l2it - 00

The mean and the variance are given by :

Ily = E(Y)

o~ = E(y2) - Il~

e J.lx+ o~/2

The mean Ily and the standard deviation Oy are given as parameters of the loga­
rithmic normal distribution. The parameters Ilx and Ox required for the normal dis­
tribution of Xare determined from Ilyand Oy :

vy = Oy/!ly

Ilx = In (Ily / j 1 +v~)

o~ = In (1 + v~ )

Properties : Since the logarithmic normal distribution is derived from the normal
distribution, the properties of random variables with normal distribution may be
transferred to random variables with logarithmic normal distribution. A random
variable Y which has a logarithmic normal distribution with the parameters Ily and
Oy is designated by Y(lly ,Oy). A product of random variables with logarithmic
normal distr ibutions also has a logarithmic normal distribution.
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n
fty = n fty-

j=1 J

2 n 2 2 2
a = n(a y' + fty·) - fty

Y j=1 J J

More generally, a product of powers of several random variables with logarithmic
normal distributions also has a logarithmic normal distribution.

Example : A moment M is the product of the force F and the lever arm H. Let the
force F and the lever arm H have logarithmic normal distributions with the means

ftF and ftH. Let the variation coefficient for the force and the lever arm be v = 0.20.
The probability that the moment M is less than 2.0 ftFftH is to be calculated.

Since the force F and the lever arm H have logarithmic normal distributions, the

moment M = P * H also has a logarithmic normal distribution. The mean ftM' the
var iance a~ and the variation coefficient vMare calculated as follows:

ftM ftF' ftH

a~ (a~ + ft~) (a~ + ft~) - ft~

a~ ft~ (v2+ 1) ft~ (v2+ 1) - ft~

a~ ft~ ((v2+1)2 - 1) = 0.0816 ft~

VM oM / ftM = 0.286

The mean ft and the standard deviation a of the corresponding normal distribution
are calculated as follows :

In (ftM / j1+v~)

In (1 +v~)

a 0.280

In ftM - In 1.04

In 1.0816 = 0.07844

The probability that the moment is less than 2.0 ftM is determined using the stan­
dardized normal distribution.

P(M < 2.0ftM) = FM(2.0ftM)

u (In (2.0 ftM) - ft) / a

u (In 2.0 + In 1.04) /0.280

Fu(u) = 0.9956 = 99.56%

Fu(u)

(In 2.0 + In ftM-In ftM+ In 1.04) / a

2.62
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10.3.7.4 Maximum distributions

Model : Consider a continuous random variable X which is the maximum of a
large number of elementary random variables Xj . Let the elementary random vari­
ables be independent with identical distributions.

random variable n-- oo

Distribution : The elementary random variables Xj have the same distribution
function F(x). According to Section 10.3.4, the distribution function Fx(x) of the
maximum X is the product of all distribution functions of the elementary random
variables.

Since the maximum of all n random variables Xj is considered, their distribution
function F(x) is approximated by the following function for large values of x :

F(x) = 1 - c • 9 (x) o ~ c- g(x) ~ 1

The function 9(x) tends to 0 with increasing x. The constant c is eliminated by
introducing as a parameter the value u which is exceeded with probability 1In. This
leads to:

F(x) = 1 _ 1- 9 (x)
n g(u)

By substituting F(x) into Fx (x) and taking the limit n -- 00, the following distribution
function is obtained :

F (x) = lim (F(x))n = lim (1 _1- g(X))n = e -g(x) I g(u)
x n- oo n- oo n g(u)

The density function fx(x) is calculated by differentiating the distribution function
Fx (x) :

f (x) = - g'(x) e -g(x) / g(u) = _ g'(x) F (x)
x 9 (u) 9 (u) x

Different forms of the function 9(x) lead to different types of maximum distributions.
The important types and their standardization are treated in the following.
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Distribution type I : The function g(x) decays exponentially with the rate a for
large values of x. This leads to the following distribution with the parameters u and
a:

e- a x

e _e-a(x- u)

a > 0

f
x

(x) = a e -u(x-u) F
x

(x)

Using the following linear transformation, the distribution is standardized and re­
duced to the double exponential distribution :

w = a(x - u) - 00 :s,w:s, 00

The standardized density function fw(w) has a maximum at w = 0 and two points
of inflection at w = ± 0.9624. Its graph is shown below.

'w

0.4

0.3

0.2

0.1

0.0 w
-2 -1 0 2 3 4

Distribution type II : The function g(x) decays hyperbolically with the power a
for large values x » O. This leads to the following distribution with the parameters
u and a:

g(x)

Fx (x)

x > 0, a > 0

The distribution is standardized using the following linear transformation :

w = xl u

Fw(w) = e -vr»

Fx (x) = Fw(w)

w >O

fw(w)

fx (x)

a w-(a+1) Fw(w)

fw(w) I u
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The standardized density function fw(w) depends on the parameter a. It has a
maximum at w = (a /(1 + a» l in. Its graph is shown for a = 1,2,3.

1.2

1.0

0.8

0.6

0.4

0.2

'-'--.L..L-----------.w
2 3

Distributiontype III : The function g(x) decays with the power a for large values
x :5 xo' The parameter Xo is an upper bound for the values x. This leads to the
following distribution with the parameters xo, u and a :

x :::;; xo, a > 0

Using the following linear transformation, the distribution is standardized and re­
duced to the Weibull distribution:

w = (xo-x) /(xo-u) w;:::O

Fw(w) = 1 - e- wu fw(w) a wn - l e- wu

Fx(x) = 1 - Fw(w) fx (x) _1_ fw(w)
xo-u

The Weibull distribution depends on the parameter a. For a = 1, it coincides with
the exponential distribution. For a > 1, the standardized density function fw(w) has
a maximum at w = ((a-1 )/a) l in . Its graph is shown for a = 1,2,3.
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IL..- ~_= W

2 3

Moments : The k-th moment of a maximum distribution is calculated as follows,
using the definition in Section 10.3.4 :

E(Xk) = Ioo

xk f (x) dx = _ Ioo

xk g'(x) e -g(x) / g(u) dx
x g (u)

- 00 - 00

The integral expression is simplified by introducing the variable t = g(x) / g(u) as
the integration variable. Since g(x) takes only positive values and tends to 0 with
increasing x, this yields:

00

E(Xk) = I xk e -I dt

o
t = g(x) / g(u)

The moments of the various maximum distributions are first calculated for the stan­
dardized random variable Wand then obtained for the random variable X accord­
ing to the rules for linear transformations. The moments for W involve the gamma
function, which is tabulated in mathematical handbooks and is defined as follows:

00

I'(s) := I t5 -
1 e-1dt

o

The k-th derivative of the gamma function with respect to s is obtained from this
definition :

The first and second moments as well as the resulting means, variances and varia­
tion coefficients for the various maximum distributions are treated in the following.
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Moments type I : The k-th moment for the standardized distribution of type I is
given by the k-th derivative of the gamma function at s = 1 :

00

E(Wk) = I wk e -I dt

o

w = -In t
00I (-Int)k e-I dt = (-1)k [(k) (1)

o

Using numerical values for the derivatives of the gamma function, the mean !tw

and the variance aware obtained as :

!tw E(W)

a~ = E(W2
) -!t~ =

-[, (1) = Y

I'" (1) - y2

0.5772 Euler's constant

Jt2j6 = 1.645

The mean and the variance for the random variable X are determined using the

rules for linear transformations :

x u + w/a

u + !tw/a

a~ I a 2

u + 0.5772/a

1.645/a2

Moments type II : The k-th moment for the standardized distribution of type II
is given by the gamma function at a value depending on k and a. It exists only for

k < a.

r(1 -kja)
00 00

E(W k) = I wk e-Idt I t-kja e-Idt

o 0

The mean !tw and the variance a~ are given by :

!tw E(W) [(1 -1ja)

a~ = E(W2) -!t~ = [(1-2ja) - [2(1-1ja)

k < a

The mean and the variance for the random variable X are determined according

to the rules for linear transformations:

x u w

u r(1 -1ja)

u2 ([(1-2ja) - [2(1-1ja))

The variation coefficient Vx depends only on the parameter a :

a
Vx = ---.X =

!tx
[ (1-2ja) _ 1
[2(1-1ja)
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Moments type III : The k-th moment for the standardized distribution of type III
is given by the gamma function at a value depending on k and a .

w = t1/ a

[(1 + k/a)

00 00

E(Wk) = f wk e -I dt f tk/a e -I dt

o 0

The mean flw and the variance a~ are:

flw E(W) [(1 + 1/a)

a~ = E(W2) - fl~ = [(1 + 2/a) - [2(1 + 1/a)

The mean and the variance for the random variable X are determined according
to the rules for linear transformations:

x xo - (x o - u) w

flx xo-(xo-u) flw xo-(xo-u) [(1 + 1/a)

a~ (xo- U)2a~ (xo- uf (F (1 + 2/a) - [2(1 + 1/a))

The ratio ax / (xo - flx) depends only on the parameter a. It is called the variation
coefficient and is designated by Yxo-

av = x
xo Xo - flx

[ (1 + 2/a) _ 1
[2(1 + 1/a)

Determination of the parameters : In practical calculations, the mean flx and
the standard deviation ax are often given. The parameters a and u forthe different
maximum distributions are obtained by solving the equations which determine flx
and ax for the parameters.

• For the maximum distribution of type I, a and u are determined as follows :

a = 1.283 / ax u = flx - 0.5772 / a

• For the maximum distribution of type II, the parameter a is determined as a
function of the variation coefficient vx = ax/ flx ' The parameter a is specified
for typical values of the variation coefficient. The parameter u is obtained
from the formula for the mean:

a

0.40 0.30 0.20 0.10 0.05

4.18 5.18 7.30 13.6 26.4
u

flx

[(1 - 1/a)
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• For the maximum distribution of type III, the parameter Xo needs to be speci­
fied. The parameter a is determined as a function of the variation coefficient
Yxo = 0x /(xo - ftx)' The parameter a is specified for typical values of the
variation coeffic ient. The parameter u is obtained from the formula for the
mean .

vxo 0.40 0.30 0.20 0.10 0.05

a 2.71 3.71 5.80 12.1 25.0
u Xo ­

f(1 + 1/a)

Example In order to make realistic assumptions about the snow load on a buil­
ding, the maximal snow levels at different locations are measured annually and
evaluated statistically. While the mean ftx is different at different locations, the
variation coefficient may be assumed to be approximately constant. Let the varia­
tion coefficient Vx be 0.40. The probability for a value below the n-fold mean is to
be calculated.

Under the assumption that the maximal snow levels have a maximum distribution
of type I, the parameters u and a are determined as follows:

a = 1.283 /ox = 1.283 /(vx ftx) = 3.208 /ftx

u ftx - 0.5772 / a = 0.820 ftx

The probabil ity for a value below the n-fold mean ftx is :

p(n) P(X < n- ftx) = Fx (n ftx)

p(n) e-e-il (n ·~cU) = e-e--3·208(n-O.82)

Under the assumption that the maximal snow levels have a maximum distribution
of type II, the parameters u and a are determined as follows:

a = 4.18 for Vx = 0.40

u ftx/f(1-1/a) = ftx/f(0.761) = ftx/1 .211

The probability for a value below the n-fold mean ftx is :

p(n)

p(n) e-(1.211n) - 4.18

The results for the maximum distributions of types I and II are compiled in the fol­
lowinq table :

n

type I

type II

1.0

57.0%

63.8%

1.5

89.3%

92.1%

2.0

97.8%

97.6%

2.5

99.5%

99.0%



www.manaraa.com

Stochastics 905

10.3.7.5 Minimum distributions

Model : Consider a continuous random variable Y which is the minimum of many
elementary random variables Yj . Let the elementary random variables be inde­
pendent with identical distributions.

random variable n~oo

If Yhas a minimum, then X = - Yhas a maximum. A minimum distribution for Ymay
therefore be reduced to a maximum distribution for X by linear transformation.

Fy(Y) = 1 - Fx(x) 1 - Fx(-Y)

fy (y) fx (x) fx(-Y)

/!y -f-lx

0 2 0 2
x Y

vy Vx

Example : The minimal water levels H in a harbor are measured annually and
evaluated statistically. Let the average minimal water level be /!H' and let the varia­
tion coefficient be vH= 0.20. The probability that the minimal water level in a given
year is less than 0.5 f-lH is to be calculated.

A minimum distribution of type III with the lower bound ho= 0 is assumed for the
minimal water levels H. The probability is calculated using the maximum distribu­
tion of type III for X = -H.

Xo = -ho = 0 Vx = vH = 0.20 x = -0.5 /!H

The parameters a and u of the maximum distribution of type III are calculated as
follows using the formulas in the preceding section with Xo= 0 :

a = 5.80 for Vx = 0.20

u = f-lx/f(1 + 1/a) = - f-lH /f(1.172) = -1 .080 f-lH

The probability that H is less than 0.5 f-lH is calculated as follows:

FH (0.5 f-lH)

FH (0.5 f-lH)

1 - Fx(-0.5 /!H)

1 _ e-(O.5/1 .08)5.80 1-0.9886 = 1.14%
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10.4 RANDOM VECTORS

10.4.1 INTRODUCTION

Random vector : In many applications the result of an experiment is determined
by counting or measuring several quantities. The hourly count of vehicles which
turn left, drive straight on or turn right at a traffic light, the simultaneous measure­
ment of annual precipitation at several locations or the simultaneous measure­
ment of strain at different locations in a building are typical examples. The random
results of such an experiment are described by a random vector with several ran­
dom variables which can take different real values.

Probability distribution : The introduction of a random vector leads to a multi­
dimensional probability distribution. Each random variable of the random vector
has a one-dimensional probability distribution, which is a marginal distribution of
the multidimensional probability distribution. If fixed values are given as conditions
for some of the random variables in a random vector, a conditional probability
distribution for the remaining random variables of the random vector is obtained.
The fundamentals of probability distributions for random vectors are treated in
Section 10.4.2.

Moments : The means of the individual random variables of the random vector
are arranged in a vector of means. The variances of the individual random vari­
ables of the random vector are the diagonal elements of the covariance matrix .
The non-diagonal elements of the covariance matrix are called covariances. If all
covariances are zero, the random variables of the random vector are independent
of each other. If some covariances are non-zero, there is a certain correlation be­
tween the random variables of the random vector. The fundamentals for the mo­
ments of multidimensional distributions are treated in Section 10.4.3.

Functional dependence : In many applications it is assumed that a random
vector functionally depends on other random vectors . For example, the forces in
the beams of a framework depend on the loads. If the vector of loads is a random
vector, the vector of forces is also a random vector. Even for stochastically inde­
pendent loads, the forces in the beams are correlated. The fundamentals for the
functional dependence of random vectors are treated in Section 10.4.4.

Discrete and continuous distributions : As in the case of one-dimensional
models, discrete and continuous multidimensional models are distinguished. In
Sections 10.4.5 and 10.4.6, the multinomial distribution and the multinormal dis­
tribution are treated as generalizations of the binomial distribution and the normal
distribution, respectively.
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Introduction : Each experiment is assigned a random vector whose values are
real vectors . The random vector is represented by an uppercase boldface letter,
a corresponding vector value is represented by a lowercase boldface letter. The
rules for random variables may be transferred to random vectors. This leads to the
definition of probability distributions for random vectors.

Random vector : An n-dimensional event space is associated with n random
variables Xj , which are arranged in a random vector X. The n real values xj of the
random variables are arranged in the vector x. Every elementary event of the
n-dimensional event space is assigned a unique vector value.

random vector
vector value

Probability : The events in an n-dimensional event space are described by cor­
responding ranges for the random vectors. The following definitions for comple­
mentary ranges are used :

X < x := (X, < x.) n (X2 < X2) n n (Xn < Xn )

X {: x := (X, ~ x.) U (X2 ~ X2) u U (Xn z Xn )

Analogous definitions hold for other comparison operators. The axioms and rules
of the calculus of probabilities may then be transferred to random vectors. In the
limit x ~ - co, the range X < x is the impossible event; in the limit x ~ co it is the
certain event :

lim P(X < x) = 0
x--oo

lim P(X < x) = 1
x-co

The ranges X < x and X {: x describe complementary events, so that

P(X < x) + P(X {: x) = 1

For Xo< Xl ' the ranges X < Xo and (X < x.) n (X {: xo) describe incompatible
events. Their union is X < x., and hence :

P(X < x.) = P(X < xo) + P((X < x.) n (X -c xo))

P((X < x.) n (X {: xo)) = P(X < x.) - P(X < xo)
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Distribution function : A distribution function Fx(x) is introduced for the ran­
dom vector. It is defined as the probability P(X < x) and takes values in the interval
[0,1].

Fx(x) := P(X < x) 0 :5 Fx(x) :51

The properties of the distribution functions Fx(x) follow directly from the rules of
the calculus of probabilities for random vectors. The distribution function Fx(x) in­
creases monotonically. It takes the value 0 for x~ - 00 and the value 1 for x ~ 00 .

lim Fx(x) = 0
X ----i>-oo

Like random variables, random vectors are classified according to the properties
of their distribution function.

Discrete random vector : The distribution of a discrete random vector X is de­
scribed by the probability funct ion Px(x). Its value is a probability P(X = x) which
is non-zero only for discrete vectors xm . The distribution function Fx(x) is calcu ­
lated by summing the probability function px(x).

Px(x) P(X = x) 0 :5 Px(x) :51

Fx(x) P(X < x) L Px(s) 0 :5 Fx(x) :51
s <x

In two-dimensional space, the probability function is represented by a grid diagram
with point values, and the distribution function is represented by a grid diagram
with area values. Typical examples are shown below :

0.1 0.1

0.1 0.1

0.2 0.1

0.3

probability function

0.4 0.7 0.9 1.0

0.4 0.6 0.8 0.8

0.3 0.5 0.6 0.6

0.3 0.3 0.3 0.3

distribution function



www.manaraa.com

Stochastics 909

Continuous random vector : The distribution of a continuous random vector X
is described by the density function fx(x) , which is piecewise continuous. Its value
is given by the probabil ity P(x ~ X < x + Ax) divided by the n-dimensional incre­
mental volume element ~V = ~X1 •~X2 .• • ~xn' whose increments ~Xj all tend
to O. The distribution function Fx(x) is calculated by integrating the density function
fx(x). Conversely, the density function fx (x) may be obtained by different iating the
distribution function Fx(x) .

lim P(x ~ X < x + ~x)
fx(x) := ~Xj->OO ~x . ~x ... ~x 0 ~ fx(x)

j=1....n 1 2 n

Fx(x):= P(X < x) = f fx(s)dV
s <x

General random vector : The distribution of a random vector X which is neither
discrete nor continuous is described by a generalized density function fx (x), which
consists of the density function fo(x) for the continuous component and delta func­
tions 6(x - Xj) with the probabilities Px(xj) for the discrete vector values xj of X.
The distribution function Fx(x) is calculated by integrating the density function
fx(x) using the rules for delta functions. Conversely, the density function fx(x) is
obtained by differentiating the distribution function Fx(x) .

fx(x) := fo(x) + L Px(xj) 6(x - Xj)
j

Fx(x) := P(X < x) J fx(s)dV
s <x

There are further types of density functions for random vectors. For example, a
density function in two-dimensional space may contain a one-dimensional func­
tion along a given curve in addition to the two-dimensional density function for the
continuous component. Such density functions must be formulated for the individ­
ual application. The distributions of discrete and continuous random vectors may
be treated as special cases of the generalized density function .
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Marginal distributions : The n-dimensional random vector X is decomposed
into an m-dimensional subvector Y and an (n-m)-dimensional subvector Z. The
density function fy(y) is obtained from the density function fx(x) = fx(y, z) by inte­
grating over the complete range (V z) of the random vector Z.The density function

fz(z) is obtained analogously.

fy(y) f fx(y ,z) dVz
«»

fz(z) = f fx(y,z) dVy
(v y)

The distributions of Y and Z are called m-dimensional and (n-m)-dimensional
marginal distributions of X. Since (/ri) different m-dimensional subvectors may be
formed from an n-dimensional vector, an n-dimensional random vector has (/ri)
different m-dimensional marginal distributions.

Conditional distributions : Let the random vector X be decomposed into the
subvectors Yand Z. The distribution for Ygiven that Z takes a given vector value
Z and the distribution for Z given that Y takes a given vector value yare called
conditional distributions . Their density functions are designated by fy1z(v lz) and

fZIY(zIy), respectively. They are calculated as follows:

fx(y, z)

fz(z)

fx(y, z)

fy(y)

The random vectors Y and Z are stochastically independent if the conditional dis­
tributions coincide with the marginal distributions. In th is case, the density function
fx(y,z) is equal to the product of the two marginal distributions fy(y) and fz(z) .

fy1z(y Iz) fy(y)

fZIY(zIy) fz(z)

fx(y,z) fy(y) fz(z)
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Example 1 : Discrete two-d imensional distribution

A traffic census device counts the number of vehicles which pass in a certain pe­
riod of time. The result is subject to errors. Let the real number of vehicles be X1,
and let the number registered by the device be X2. The two-dimensional probabil­
ity distribution PX(X1,X2) is arranged in a matrix scheme. The one-dimensional
marginal distribution for X1 is the distribution for the real number of vehicles . The
one-dimensional marginal distribution for X2 is the distribution for the registered
number of vehicles. The probability functions Px (x.) and Px (x2) of the two mar­
ginal distribut ions are calculated as row and col~mn sums in

2the
matrix scheme .

Px Xl = 0 Xl = 1 Xl = 2 Xl = 3 Xl = 4 PX2

X2 = 0 0.25 0.03 0.01 0.00 0.00 0.29

X2 = 1 0.00 0.30 0.02 0.01 0.00 0.33

X2 = 2 0.00 0.00 0.20 0.02 0.00 0.22

X2 = 3 0.00 0.00 0.00 0.10 0.01 0.11

X2 = 4 0.00 0.00 0.00 0.00 0.05 0.05

PX1 0.25 0.33 0.23 0.13 0.06 1.00

The values of the conditional probability function PX,lx2 (x111) for X1 given X2 = 1
are proportional to the values in the row for X2 = 1 in the matrix scheme. They are
divided by Px (1) to make them add up to 1.

2

Px, I x2 I 0.00 0.30 I 0.02 0.01 0.00 I· 0.~3

Example 2 : Stochastic independence

Let the two-dimensional exponential distribution for the continuous random vector
X with the variables X1 and X2 and the following two-dimensional density function
be given :

f (x x) - A A e-(A, X,+A2X2)x l ' 2 - 1 2

The marginal distributions for X1 and X2 are calculated as follows:
00

fx (x1) f fx(x1,x2) dX2
A e-A, X,

1 1
0

00

fx (x2) = f fx(x 1,x2) dX1 A e- A2 x2
2 2

0

Since the product of the marginal distributions yields the original two-dimensional
exponential distribution, the random variables X1 and X2 are stochastically inde­
pendent.
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10.4.3 MOMENTS

10.4.3 Random Vectors : Moments

Introduction : The definition of the moments of random variables may be gen­
eralized for random vectors. The moments of first and second order are especially
important for random vectors; they are formulated using vector and matrix algebra.
The moments of first order lead to the vector of means. The central moments of
second order lead to the matrix of variances and covariances. This matrix allows
statements about the linear correlation between the random variables of the ran­
dom vector.

Mean : Let an n-dimensional random vector X with a genera lized density func­
tion fx(x) be given. The mean !lj of a random variable Xj of the random vector X
is the first-order moment E(X j ) , which is defined as follows :

!lj := E(X j ) : = f xj fx(x) dV j = 1,...,n

(V)

The means of all random variables are arranged in the vector mx :

mx = f x fx(x) dV
(V)

Variances and covariances : The variance 0jj of the random variable Xj of the
random vector X is the second-order central moment D(Xf) with respect to the
mean Ilj , which is defined as follows:

0jj := D(Xf) := f (xj -!ll fx(x) dV
(V)

The covariance 0jk of two random variables Xj and Xk is the second-order central
moment D(Xj Xk) with respect to the two means Ilj and !lk ' which is defined as
follows :

D(Xj Xk) := f (x j - !lj) (xk - !lk) fx(x) dV
(V)

The covariances 0jk and 0kj are identical. The variances and covariances for all
pairs of random variables are arranged in the symmetric covariance matrix Vx .

Vx = f (x-mx) (x-mx)T fx(x) dV

(V)

The covariance matrix is positive semidefinite. Its quadratic form Q = zTVX z is
non-negative for an arbitrary vector z ;c O. This is proved as follows:
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Q ZT VX Z = I zT (x-mx) (x-mx)T z fx(x) dV

(V)

Q I (zT(x-mx))2 fx(x) dV ;:: 0

(V)

The quadratic form Q is the integral of the product of two non-negative funct ions.
Hence it cannot take negative values. If a random vector Y is an m-dimensional
subvector of the n-dimensional random vector X, then Vy is a submatrix of Vx
consisting of the variances and covariances for the random variables of X con­
tained in Y. Each covariance submatrix in an m-dimensional subspace is symmet­
ric and positive semidefinite.

According to the rules of linear algebra , the determinant of a positive semidefin ite
matrix is non-negative. Applying this rule to the covariance matrix with its covari­
ance submatrices in the various subspaces leads to restrictions on the variances
and covariances. The determinants for the covariance submatrices in the sub­
spaces of dimension m = 1,2, 3 are readily calculated analytically. They yield the
following restrictions :

det ~ ;:: 0

det ;:: 0

det

0jj °jk 0jq

°jk ° kk °kq

0j q ° kq Oqq

;::0

0jj 0 kk Oqq + 2 0 jk 0 jq 0kq - 0 jj O~q - 0kk OFq - 0 qq 0Fk ;:: 0

According to the rules of linear algebra, the non-negative determinant of a positive
semidefinite matrix is bounded from above by the product of all diagonal elements .
The covariance matrix therefore satisfies :

n

o :5 det Vx :5 .n "n
) =1
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Correlation : The correlation factor Qjk of two random variables Xj and Xk is
calculated from the covariance 0jk and the standard deviations OJ and ok :

o 'k
Q'k := _J_

J OJ Ok

The correlation factors Qjj are 1. The correlation factors Qjk and Qkj are equal. The
correlation factors are arranged in the symmetric correlation matrix Rx. It is ob­
tained from the covariance matrix Vx by dividing each row j and each column j by
the positive standard deviation OJ ' These operations are formulated in matrix nota­
tion as follows, using the diagonal matrix Sx of the standard deviations :

Rx = Si1 Vx Si1 Vx = s, Rx Sx

Sx diagonal matrix of the standard deviations OJ

The correlation matrix with diagonal elements 1 is a normalized covariance matrix.
It is positive semidefinite. The non-negative determinants of its submatrices in the
subspaces of dimension m = 2, 3 yield the following restrictions on the correlation
factors:

det

1 Qjk Qjq

Qjk 1 Qkq

Qjq Qkq 1

~o

The non-negative determinant of the correlation matrix is bounded from above by
the product of all diagonal elements. Since all diagonal elements are 1, this implies :

o :5 det Rx :5 1

Linear dependence : The determinant of the correlation matrix is 0 if the cor­
relation matrix Rx is singular and does not have an inverse. In this case the random
variables of the random vector X are said to be linearly dependent. The determi­
nant of the correlation matrix is 1 if the correlation matrix Rx is equal to the identity
matrix I. In this case the random variables of the random vector X are said to be
linearly independent.

linear dependence := det Rx = 0

linear independence := det Rx = 1

If the random variables of the random vector X are stochastically independent,
then they are also linearly independent. If the random variables are linearly inde­
pendent, they may nevertheless exhibit a non-linear dependence. In this case,
moments of higher order need to be considered.
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Degree of linear dependence : The eigenvalues" of the positive semidefinite
correlation matrix Rx are positive or zero. The product of all eigenvalues is equal
to the determinant of the correlation matrix. Since the determinant only takes val­
ues in the interval [0,1], the least eigenvalue " min must also lie in the interval [0,1].

o ~ "min ~ 1

If the random variables are linearly dependent, the correlation matrix is singular
and the least eigenvalue is zero. If the random variables are almost linearly depen­
dent, the corre lation matrix is almost singular and the least eigenvalue is almost
zero. If the random variables are linearly independent, the correlation matrix is
equal to the identity matrix and the least eigenvalue is one . Like the determinant
of Rx' the least eigenvalue of Rx is therefore a suitable measure of the degree of
linear dependence of the random variables of a random vector.

1,2ftj

Example : Moments of a discrete two-dimensional distribution

Example 1 of Section 10.4.2 shows a discrete two-dimensional distribution ob­
tained by checking a traffic census device . The random variab le X1 is the real
number of vehicles . The random variable X2 is the number of vehicles registered
by the device . The means and the variances and covariances for the discrete dis­
tribution are obtained by summation.

4 4
L L Xj Px (X1'X2)

x,=o x2=0

4 4
L L (Xj - ftj) (xk - ftk) Px (X1'X 2)

x, =0 x2=0

j, k = 1,2

The calculated numerical values for the means , variances and covariances are
arranged in the vector mx and the matrix VX.

11 .420 I 1.364 1.264
mx = 1.300 Vx = 1.264 1.310

The standard deviations OJ = A are arranged in the diagonal matrix Sx ' The
correlation matrix Rx is obtained from the covariance matrix Vx by dividing each
element 0ij by 0 i OJ'

1.168 0.000

0.000 1.145

1.000 0.946

0.946 1.000

The determinant and the two eigenvalues "1and "2of the correlation matrix are :

det Rx = 0.105 "1= 0.054 "2 = 1.946

The least eigenvalue of the correlation matrix is nearly zero. The random variables
X1 and X2 are therefore nearly linearly dependent.
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10.4.4 FUNCTIONS OF A RANDOM VECTOR

Introduction : The deterministic dependence of random variables may be gen­
eralized for random vectors. The dependence is described by a set of multidimen­
sional functions. The relationships between the probability distributions and mo­
ments of deterministically dependent random vectors are treated in the following.

Functions : Let a unique vector value y of the random vector Y be assigned to
every vector value x of the random vector X. This assignment is described by a
set of functions y = g(x). If conversely every vector value y is associated with a
unique vector value x, then there is also a set of inverse functions x = h(y).

Y := g(X) y := g(x)

Distribution function The probability that Y takes a vector value less than y
is equal to the probability that g(X) takes a vector value less than y. The distribution
function Fy(y) is therefore calculated by integrating the density function f x(x) over
the range for which g(x) is less than y.

Fy(Y) = P(Y < y) = P(g(X) < y) J fx(x) dV x
g(x) <y

Density function : If the random vector Y is continuous, the density function
f y(y) is obtained from the distribut ion function Fy(Y) by partial differentiation. If the
continuous random vectors X, Y have the same dimension n and the functions
y = g(x) possess inverse functions x = h(y), then the density function f y(Y) may
be obtained directly from the density function fx(x) using the determinant of the
Jacobian matrix J.

fy(Y) = [det JI fx(h(y))

J

ah1 ... ahn
aY1 aY1

ah1 ... ahn
aYn aYn
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Moments : The vector of means and the covariance matrix for the random vector
Yare determined as follows:

my = f y fy(Y) dVy = f g(x) fx(x) dV x
(Vyl (Vxl

v; f (y-my)(y-my)Tfy(Y)dVy
(Vyl

v; f (g(x)-my)(g(x)-my)Tfx(x)dVx
(Vxl

Example : Linear dependence

Let a random vector V depend linearly on a random vector X, that is

V = g(X) = A X + b y = g(x) = A x + b

If the matrix A is regular, it may be inverted to obtain

X = h(Y) = A-1 (V - b) x = h(y) = A-1(y-b)

If the random vector X is continuous, the random vector V is also continuous. The
density function f y(y) may be obtained directly from the density function fx(x) . The
Jacobian matrix is A-1 .

fy(Y) = [det A-1
1 fx(X) = fx (A-1 (y - b)) / [det A I

The moments of the random vector Yare obtained directly from the moments of
the random vector X. The vector of means and the covariance matrix are given by :

my = f (Ax+b) fx(x) dV = Amx +b
(V)

v; f (Ax+b-my)(Ax+b-my)Tfx(x) dV
(V)

v; f A(x -mx)(x-mx)T ATfx(x)dV
(V)

v; AVxAT
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10.4.5 MULTINOMIAL DISTRIBUTION

The basic multidimensional distribution for discrete random vectors is the multi­
nomial distribution. It is a generalization of the binomial distribution treated in
Section 10.3.6.2.

Model : An experiment is repeated n times. Exactly one of m possible events Aj
occurs in each experiment. The discrete random variable Xk is the number of
events in n experiments with the same value Ak . The discrete random variables
Xj are arranged in a random vector. They are linearly dependent, since the sum
of all random variables Xj must be n.

random vector X ~ 0

condition n
m
LX.

j=1 J

Let the possible events be incompatible and stochastically independent. Each
event Aj is assigned a probability of occurrence Pj = P(Aj ) . The union of all pos­
sible events is the certain event, so that the sum of the probabilities of occurrence
for all events is one. The probabilities of occurrence for the m events are arranged
in a vector p.

probabilities

cond ition

p ~ 0
m
L p.

j=1 J

Probability function: For n experiments there are n! / (x 1! x2 ' . .. xm!) different
ordered n-tuples with xj events Aj . The probability for the occurrence of the events
Aj within an n-tuple is determined using the product rule. The probability Px(x) for
the occurrence of one of the possible n-tuples is determined using the sum rule :

m
n = L x.. J

J=1

For the special case m =2 with x1=x and x2=n - x and with P1 =Pand P2 =q =
1 - p, this is the binomial distribution from Section 10.3.6.2 :

p (x) = n! pX qn -x = (n) pX qn-x
X x! (n-x)! x

Every marg inal distribution of a multinomial distribution is also a multinomial dis­
tribution. The marginal distribution for a random variable Xj of the random vector
is a binomial distribution.
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Moments : The means and the variances and covariances are :

!Aj n Pj

0jj n Pj (1 - Pj)

0jk = - n Pj Pk

Thus the vector mx of means and the covariance matrix Vx are given by :

mx n p

Vx n(D-ppT)

D diagonal matrix with the probabilities Pj

1.68%0.0168

Example The vehicles on a street reach a junction. On average, 20% turn left
and 30% turn right, while the remaining 50% drive straight on. If 8 vehicles are ob­
served, the probability that 4 turn left, 3 drive straight on and 1 turns right is calcu­
lated as follows :

Px(4,3,1) = 4'~: 1! 0.2
4

0.5
3

0.3
1
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10.4.6 MULTINORMAL DISTRIBUTION

The basic multidimensional distribution for continuous random vectors is the multi­
normal distribution. It is a generalization of the normal distribution treated in
Section 10.3.7.2.

Model : For the multinormal distribution, an n-dimensional continuous random
vector Xwith the vector mx of means and the positive definite covariance matrix

Vx is considered.

Density function : The random vector X has a multinormal distribution if its den­
sity function has the following form:

fx(x) = C e-~ (x-mxlTVx' (x-mxl

C = 1 / j (2n )n det Vx

The general normal distribution may be standardized by a linear transformation of
the random vector X.The transformation rule contains the vector mx of the means
and the diagonal matrix Sx of the standard deviations. The standardized multinor­
mal distribution depends only on the correlation matrix Rx ' The rules for linear
transformations in Section 10.4.4 yield:

U = Si1 (X - mx) X = Sx U + mx

fu(u) = C' e-~ u
T

Rx' u

C ' = 1 / j (2n )n det Rx

Every marginal distribution and every conditional distribution of a multinormal dis­
tribution is also a multinormal distribution. The marginal distribution for a random
variable Xj of the random vector is a normal distribution.

Properties : Let a random vector Y depend linearly on a random vector X. If the
random vector X has a multinormal distribution, then the random vector Y also has

a multinormal distribution. The vector my of means and the covariance matrix Vy
are obtained from the vector mx of means and the covariance matrix Vx accord­

ing to the rules in Section 10.4.4.
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1 Q 0

Q 1 Q

0 Q 1

Example : The vertical displacementsof the supports of a bridge beam are con­
sidered in the example in Section 10.3.7.2. The bending moment B at the central
support depends linearly on the vertical displacements X1, X2, X3 at the left, cen­
tral and right support.

B = Mo{-X1 + 2X2 - X3)

Let the vertical displacements X1, X2, X3 possess a multinormal distribution, and
let them have the same mean IA = 0 and the same standard deviation 0 = 0.5. In
contrast to the example in Section 10.3.7.2, the vertical displacements are not
assumed to be stochastically independent. Rather, a correlation with the factor Q

between the vertical displacements of any two neighboring supports is assumed.
The means,correlationsand variancesof the vertical displacementsare given by :

mx 0

The multinormal distribution requires that the correlation matrix Rx be positive
definite. The admissible range for the correlation factor Qis determined from the
condition that the determinant of Rx takes only positive values:

det Rx = 1 - 2 Q2 > 0 Q2 < ~ - /2 / 2 < Q < /2 /2

Since the bending moment B is a linearcombination of the vertical displacements,
whose distribution is multinormal, it possesses a normal distribution. The mean
and the standard deviation of B are calculated as follows :

B aT
= ~Mo

lAB aTmx = 0

o§ aTVxa = 0 2 aTRxa = 0 2 M6{6-8Q)

0B 0 Mo)6-8 Q = 0.5 Mo ) 6 - 8 Q

The probability that the bending moment is less than 2 Mois calculated using the
standardizednormal distribution. For the case Q = 0 in which the vertical displace­
ments are stochastically independent, the result in Section 10.3.7.2 is obtained.
For the two limiting cases in which the vertical displacements are linearly depen­
dent, one obtains the following results:

Q = -/2/2 P{B < 2 Mo) 87.9%

Q = 0 P{B < 2 Mo) 94.8%

Q = + /2/2 P{B < 2 Mo) = 100.0%
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10.5 RANDOM PROCESSES

10.5.1 INTRODUCTION

A random process describes random time-dependent states. A random process
is also called a stochastic process . Every stochastic process has a certain time do­
main and a certain space of states. Each of these sets may be discrete or continu­
ous, and the stochastic processes are classified accord ingly. The basic definitions,
the classification and simple exemplary applications of stochastic processes are
treated in the following.

Time domain : Let a process depend on a parameter t which takes real values .
In many applications t represents time. Atotally ordered set T which contains each
of the possible time points tk is called a time domain. If the time points are count­
able , the time domain is said to be discrete. If they are not countable, the time do­
main is said to be continuous.

T {tl ,t2, ..·}~ 1R

time point

Space of states : A process may be in various elementary states . A set S which
contains each of the possible elementary states ej is called a space of states. If
the elementary states are countable, the space of states is said to be discrete. If
they are not countable, the space of states is said to be continuous.

S {e l , e2 , ... , em}

ej elementary state

Random function : A function which for every time point t E T maps the space
of states S to the set IR of real numbers is called a random function and is desig­
nated by X(t). The random function describes the random process.

X(t): S --+ IR

If the time-dependent course of states of a random process is recorded in an
experiment, the recorded function x(t) is called a realization (trajectory) of the
random function X(t). If the experiment is repeated several times, different realiza­
tions xl(t), x2(t),... are obtained. The set of all possible realizations forms a func­
tional space.
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If a time point t = t1 is considered , X(t 1) is a random variable which takes values
X1(t1),X2(t1) , .. . in the experiments. The random variable X(t 1 ) is described by a
probability distribution. If several different time points t = i . , t2,00 . are considered ,
X(t 1) , X(t 2),00 . are different random variables which are generally stochastically
dependent. The random variables X(t 1) , X(t 2),00 . may be arranged in a random
vector and described by a multidimensional probability distr ibution.

The following diagram shows realizations and density functions for fixed points in
time for a random process with a continuous space of states and a continuous time
domain.

Classification : Random processes are classified with respect to the discrete­
ness or continuity of their time domain and space of states:

random processes in discrete time with a discrete space of states

random processes in continuous time with a discrete space of states

random processes in discrete time with a continuous space of states

random processes in continuous time with a continuous space of states

Different classes of random processes are described in the following examples.

Example 1 : Bernoulli process

A coin is tossed several times. For each toss of the coin, the result is either "heads"
or "tails". The result "heads" is assigned the value 0, and the result "tails" is as­
signed the value 1. The random variable X(t) is the result of the t-th toss . This ran­
dom process is called a Bernoulli process . Its time domain is discrete and contains
the integer values t > O. Its space of states is discrete and consists of two states.
Since the result of a toss of the coin is independent of the results of the preced ing
tosses , the states of the Bernoulli process for different instants are independent.
A possible realization of this process is illustrated graphically below.
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2 3 4 5 6 7 8 9 10 11

Example 2 : Bernoulli process

The precipitation at a certain locat ion is observed on consecutive days. On a given
day, the weather is either "dry" or "wet". "Dry" weather is assigned the value 0, and
"wet" weather is assigned the value 1. The random variable X(t) is the weather on
the t-th day. This random process is a Bernoulli process, as in Example 1. How­
ever, in contrast to Example 1, the states of this Bernoulli process at different times
are not independent, since the weather on one day depends on the weather on the
preceding days to a certain degree.

Example 3 : Simple random walk

In a one-dimensional space with the coordinate x, a particle starts out at the posi­
tion x = O. This particle moves in steps of length 1 in the positive or negative x­
direction . The direction of motion is random. The random variable X(t) is the posi­
tion of the part icle after t steps . This random process is called a simple random
walk. It has a discrete time domain and a discrete space of states. A possible
realization of a random walk is illustrated below.

x

2

o

-1

11 t

- 2
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Example 4 : Queue

Customers arrive at a counter in randomly fluctuating time intervals. Let the time
required to serve a customer also be random. The random variable X(t) is the num­
ber of waiting customers. This random process is called a queueing process. It has
a continuous time domain and a discrete space of states. A possible realization of
a queue ing process is illustrated below.

x

4

3

2

O'---l---'-...L-- -----l._"--.L-......... LL-...L-l-_-.

2 3 4 5 6 7 8 9 10 11

Example 5 : Wind measurements

Wind velocities are measured at a certain location and recorded as a function of
time. The wind velocities vary randomly. The random variable X(t) is the wind
velocity at time t.This random process has a cont inuous time domain and a contin­
uous space of states. A possible realization of this random process is illustrated
below.

x

0 '--------- - - --- - - ------ --- - ------.
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10.5.2 FINITE MARKOV PROCESSES IN DISCRETE TIME

10.5.2.1 Introduction

A random process with a finite discrete space of states and a discrete time domain
is a finite Markov process. At each time point, the Markov process is in one of the
possible states with a certain probability. Every state changes to a new state at the
next time point with a certain transition probability. The state probabilities at this
time point are calculated from the state probabilities at the preceding time point
and the transition probabilities according to the rules of the calculus of probabili­
ties . The basic definitions and rules for Markov processes of this kind are treated
in Section 10.5.2.2.

If the trans ition probabilities are the same for each time point , the Markov process
is said to be homogeneous. The long-term behavior of homogeneous Markov pro­
cesses is of central importance in practical applications. Structural and spectral
analysis lead to qualitative and quantitative statements, respectively, about the
properties of the long-term behav ior. They are treated in Sections 10.5.2.3 and
10.5.2.4. In practical applications, it is often important to know when a state can
be reached for the first time. The methods for solving this problem are treated in
Section 10.5.2.5.

10.5.2.2 States and transitions

Introduction : A Markov process is described by a finite set of states and a finite
set of possible state transitions. It may be represented by a graph. At every time
point , the states and transitions are associated with probabilit ies. The state proba­
bilities are arranged in a stochastic vector, the transition probabilities are arranged
in a stochastic matrix. The rules of calculation for Markov processes may then be
formulated on the basis of vector and matrix algebra.

State and weight : A finite Markov process can be in different elementary states
ej . The set of all possible elementary states is the space of states S. Let the number
of possible elementary states be finite . Each elementary state ej E S is assigned
a real number xj E IR as a weight.

S = {e 1,e 2, ... ,em }

Transition : The state of a finite Markov process changes in steps. In each step,
the process makes a transition from a state ej to a state ek . The transition is de­
scribed by the ordered pair (e j , ek ) of states . The set of all possible transit ions is
a binary relation R in the space of states S, that is a subset of the cartesian product

S xS.

R ~ S xS
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Transition graph : The possible trans itions are often represented by a directed
graph (S ; R) with the set of states S and the trans ition relat ion R. Every state is a
vertex, and every transition is a directed edge of the transition graph . A transition
graph for the space of states S = {e 1,e2, e3} is shown as an example.

State probabilities : At time tn' a finite Markov process has certain probabilities
Pj,n of being in the different states ej . The state probability Pj,n is the probability that
the random variable X(tn) takes the value xj ' The state probabilities for all possible
states form the probability function for the random variable X(t n). Their sum is 1.

m
" p. = 1L j .n

j=1

Transition probabilities : A state ej at time tn makes a transition to a state ek
at time tn+1with a certain probability Pjk' The transition probability Pjkis the proba­
bility that the random variable X(tn+1) takes the value xk given that the random
variable X(t n) takes the value Xj' The transition probabilities from a state ej to all
possib le states ek form a probability funct ion. Their sum is 1.

m
I P'k = 1

k=1 J

The trans ition probabilities may be represented as weights in the transition graph .
Every edge for a transition from the state ej to the state ekis weighted with a transi­
tion probability 0 < Pjk s; 1. The sum of the transition probabilities for all edges
emanating from a vertex is 1. A weighted transition graph is shown as an example.

P11 + P13

P21 + P22 + P23

P32 + P33
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Rule of calculation : If the state probabilities at time tnand the transition proba­
bilities from tnto tn+1 are known, the state probabilities at time tn+1 are calculated
according to the total probability theorem in Section 10.2.4.

m
P(X(tn+1)=Xk) = .I P(X(tn+1 )=xk I X(tn)=xj ) * P(X(tn)=xj )

J=lm
Pk,n+l = I Pjk Pj,n

j=l

Stochastic vectors and matrices : The rules of calculation for finite Markov
processes are represent concisely using stochastic vectors and matrices. A sto­
chastic vector p contains probabilities whose sum is 1. A stochastic matrix P is
quadratic and contains probabilities whose sum for each row is 1. The sum condi­
tions for stochastic vectors and matrices are conveniently formulated using the
one vector e.

stochastic vector

stochastic matrix

p= P=

p ;::: 0 with eTp

P;:::O with Pe

P11 P12 ... Plm

P21 P22 ... P2m

Pml Pm2 ... Pmm

e

e=

The state probabilities Pj,nof a finite Markov process at time tn are arranged in a
stochastic vector Pn' which corresponds to a probability function. The transition
probabilities are arranged in a stochastic matrix P,called the transition matrix. This
leads to the following rule of calculation :

Pn+l = p
T

Pn

Homogeneous Markov process : A finite Markov process is said to be inhomo­
geneous if the transition probabilities are time-dependent. It is said to be homoge­
neous if the transition probabilities are time-independent. A homogeneous Markov
process is completely described by the initial distribution Poat the initial time toand
the constant transition matrix P for the time domain under consideration. The dis­
tributions Pl' P2"" forthe later time points t., t2,... are obtained recursively accord­
ing to the above rule of calculation .

Limit distribution : Starting from an initial distribution Po' the distributions p, of
a homogeneous Markov process may tend to a limit distribution P 00 in the limit
n-+oo.

lim Pn = P oo
n-+oo
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A limit distribution need not exist. If a limit distribution does exist, it mayor may not
depend on the initial distribution Po' The condit ions for the existence of a limit dis­
tribution and for its dependence on the initial distribut ion are treated in the follow ing
sections .

Equilibrium distribution : A homogeneous Markov process is in equilibrium at
a given time point if the distribution does not change at the next time point. Such
a distribution is called an equilibrium distribution (stationary distribution) and is
designated by p. The rule of calculation yields the following equilibrium condition:

* T*P = P P
*A distribution p is determ ined from the equilibrium condit ion and the distribution

conditions. This leads to a homogeneous system of linear equations with con­
straints :

(PT _ I)P= 0 eTp= 1 P~ 0

If the distributions for a homogeneous Markov process tend to a limit distribution
p 00 with increasing time, then this limit distribution is an equilibr ium distribution. If
the initial distribution Po is an equilibrium distr ibution , the homogeneous Markov
process is a stationary process , that is its distr ibution is time-independent.

Example : Water management for a reservoir

The water management for a reservoir used for agricultural irrigation is treated in
a simplified form as a homogeneous Markov process. The irrigation annually re­
quires an amount V of water. Let the reservoir be designed for a capacity V. The
amount W of water which the reservoir collects from affluents and precipitation is
described as a multiple of the required amount V. The annual input W is a random
variable , for which the follow ing simplified probability function is assumed :

•
w

0.1

I
2.0

0.2

I
1.5

PWl0.3 0.3 0.3

0.2 I I0.1°·1
0.0 - -- ...1-__-1--_-----.

o 0.5 1.0

An amount V of water is annually extracted from the reservoir if this is possible. If
the capacity V of the reservoir is exceeded, the excess amount of water is re­
leased. Due to this procedure and the simplifying assumptions about the input , the
reservoir is either empty, half-full or full at the end of each year. The amount Q of
water in the reservoir is referred to the capac ity V.

empty reservoir Q = 0.0

half-full reservoir Q = 0.5

full reservoir Q = 1.0
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Let the annual inputs in consecutive years be stochastically independent. Under
this assumption, the probabilit ies for the transitions of the states of the reservoir
in two consecutive years nand n +1 are determined from the probabil ity funct ion
for the input W.

Let the reservoir be empty. It remains empty if it receives an input W 5 1.0.
It becomes half-full if it receives the input W = 1.5. It becomes full if it receives
an input W ~ 2.0.

P(Q(n +1) =0.0 I Q(n) =0.0) = P(W 51.0) = 0.70

P(Q(n +1) =0.5 I Q(n) =0.0) = P(W =1.5) = 0.20

P(Q(n +1) =1.0 I Q(n) =0.0) = P(W ~ 2.0) = 0.10

Let the reservoir be half-full. It becomes empty if it receives an input W 5 0.5.
It remains half-full if it receives the input W = 1.0. It becomes full if it receives
an input W ~ 1.5.

P(Q(n +1) =0.0 I Q(n) =0.5) = P(W 5 0.5) = 0.40

P(Q(n +1) =0.5 I Q(n) =0.5) = P(W =1.0) = 0.30

P(Q(n +1) = 1.0 I Q(n) =0.5) = P(W ~ 1.5) = 0.30

Let the reservoir be full. It becomes empty if it receives the input W = 0.0. It
becomes half-full if it receives the input W = 0.5. It remains full if it receives
an input W ~ 1.0.

P(Q(n +1) =0.0 I Q(n) =1.0) = P(W:s; 0.0) = 0.10

P(Q(n +1) =0.5 I Q(n) =1.0) = P(W =0.5) = 0.30

P(Q(n +1) = 1.0 I Q(n) =1.0) = P(W ~ 1.0) = 0.60

The possible state transitions and the transit ion probabilities between the states
Q = 0.0, 0.5, 1.0 are shown in the transition graph and in the transition matrix P.

0.0 0.5 1.0

P

0.7 0.2 0.1

0.4 0.3 0.3

0.1 0.3 0.6

0.0

0.5

1.0
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In the first year n = aafter the reservoir is built, it is in the empty state Q = 0.0. The
initial distribution Pois thus given by the unit vector for Q = 0.0 . The distribution Pn
for the different states in the subsequent years is calculated recursively according
to the rule of calculation for homogeneous Markov processes.

Pn + 1 = pT Pn Po P oo

1.000 0.700 0.580 0.517 0.442

0.000 0.200 0.230 0.242 0.256

0.000 0.100 0.190 0.241 0.302

.------
0.7 0.4 0.1 0.700

-

0.2 0.3 0.3 0.200
- -

0.1 0.3 0.6 0.100
-

pT

0.580 0.517 0.483 0.442

0.230 0.242 0.248 0.256

0.190 0.241 0.269 0.302

P oo

In the limit n --+ 00, the distribution tends to a fixed probability distribution for the
different states of the reservoir. In this limit, the reservoir is empty with probability
44.2%, half-full with probability 25.6% and full with probability 30.2%.

The distribut ion in the limit n --+ 00 is an equilibrium distribution. It may be deter­
mined directly as the solution of a system of linear equations:

(pT -I)p = 0

-0.3 0.4 0.1

0.2 -0.7 0.3

0.1 0.3 -0.4

*

o

o

o

19

p= ...Q... 11
13

13

p=-.L
43

19

11

13

The system of linear equations has non-negative solutions proportional to a con­
stant c. The constant c is determined such that the sum of all solutions is 1. This

*leads to the state probabilities P for the equilibrium distribution. The homogeneous
Markov process has exactly one equilibrium distribution.
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10.5.2.3 Structural analysis

Introduction : A homogeneous Markov process is represented by the trans ition
graph for the possible changes of state. The analysis of the structure of a Markov
process is based on graph theory and does not depend on the transition probab ili­
ties. The essential structural properties of homogeneous Markov processes are
treated in the following.

Reachability : A state y is said to be reachable from a state x if there is an edge
sequence from x to y in the transit ion graph. The length of the edge sequence is
the number of its edges. If x and yare identical, then there exists an edge sequence
of length O.

Strong connectedness : Two states x and yare said to be strongly connected
if x is reachable from y and y is reachable from x in the transition graph . The strong
connectedness relation is an equivalence relation. It partitions the space of states
into equivalence classes. For Markov processes, such an equivalence class is
called a class of states .

Class of states : Every class of states is represented by a state x. A state y
belongs to the class with the representative x if x and yare strongly connected.
Every state in a class is strongly connected with every state in the same class.
None of the states in a class is strongly connected with a state in another class .

Reduction : The space of states S is partitioned into classes of states . These
classes are disjoint subsets of S. If there is at least one transition from a state in
class A to a state in class S, then there is also a class transition from A to S. In the
reduced transition graph , the classes of states are represented as vertices and the
class transitions are represented as directed edges. The definition of reachability
is transferred to classes of states in the reduced transition graph. Two different
classes of states are not mutually reachable and are therefore not strongly con­
nected. The reduced transition graph does not contain cycles .

Transient class of states : A class of states is said to be transient if at least one
other class is reachable from this class in the reduced transit ion graph. If a process
ever leaves a transient class , it can never return to that class.

Final class of states : A class of states is said to be final if no other class is
reachable from this class in the reduced transition graph. If a process ever reaches
a final class , it can never leave that class.
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Periodicity of final classes of states : Within a final class , a process may return
to a state along various edge sequences. Each of these edge sequences is a cycle.
The greatest common divisor of the lengths of all possible cycles is called the pe­
riod and is designated by d. The period is the same for all states in a final class,
and is therefore a property of the final class. A final class is said to be aperiodic
if d = 1 and periodic if d > 1.

A final class of states with a period d > 1 may be partitioned into d disjoint sub­
classes of states. Every subclass of states is represented by a state x. A state y
belongs to the subclass of states with the representative x if and only if y can be
reached from x along an edge sequence whose length is a positive integer multiple
of the period d. There are no transitions between two states in the same subclass .
The subclasses of states and their class transitions form an elementary cycle. If
a process leaves a state in a subclass , a state in the same subclass is reached
again after exactly d steps.

Matrix structure : A submatrix scheme for the transition matrix P is obtained by
arranging the states of a Markov process in subvectors according to their class .
Since no other class k ~ f is reachable from a final class f and two different trans ient
classes t1 , t2 are not mutually reachable , the transition matrix has the following
standard submatrix structure for a suitable arrangement of the classes:

P

I I

- - ---j iPff

I I

~t I
I

final classes

transient classes

A final class f with the period d > 1 is partitioned into d disjoint subclasses. A sub­
matrix scheme for the transition matrix PIf is obtained by arranging the states in
subvectors according to their subclass. Since exactly one other subclass S2 ~ S1

is reachable from a subclass s., the transition matrix of a final class has the follow­
ing standard submatrix structure for a suitable arrangement of the subclasses:

final class with d subclasses of states
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Example : Structural analysis of a transition graph

Let the following transition graph for a homogeneous Markov process be given.
The vertices of the transition graph are the possible states. The edges of the transi­
tion graph are the possible transitions between two states .

,.
}------~. g C f-- - - - - .-O

Ii

space of states
classes of states

S = {a, b, c, d, e, f, g}
A = {a, b} C = {c} o = {d, e, f, g }

The vertex set of the transition graph is partitioned into classes of states . The state
a is chosen as a representative of the class A . All states from a to g are reachable
from the state a. The state a is reachable from the states a,b. Since the states
a,b are mutually reachable, they form the class A . The state c is chosen as a rep­
resentative of the class C. The states c to g are reachable from the state c. The
state c is reachable only from itself . Thus it forms the class C by itself. The state
d is chosen as a representative of the class O. The states d to g are reachable
from the state d. The state d is reachable from all states. Since the states d,e,f, g
are mutually reachable, they form the class O.

The space of states S is partitioned into the classes A, C, 0 of states. The reduced
transition graph with the classes A, C, 0 is shown above. The classes A and Care
transient, since the class 0 can be reached from them. The class 0 is final, since
no other class can be reached from it.

The period of the final class 0 is to be determined. For this purpose, the vertex d
is chosen as a representative of 0, and the possible ways of returning to this vertex
are determined. A return to the vertex d may be accomplished along the cycles
< d, e, g, f, d >, < d, e, g, f, g, f, d >, < d, e, g, f, d , e, g, f, d >, .. . of length 4, 6, 8,.... The
greatest common divisor of these lengths is the period 2. The final class 0 may
therefore be partitioned into two subclasses 0 1 and O2 , The state d is chosen as
a representative of the subclass 0 1 , From the state d, the states g and d can be
reached via edge sequences whose lengths are a positive integer multiple of d = 2.
Thus the states d,g form the subclass 0 1 , The two remaining states e, f form the
subclass O2 , In a reduced transition graph for the final class 0, the two subclasses
form an elementary cycle.
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° = {d, e, f, g}

0 1= {d, g} 0 2 = {e, f}

The transit ion matrix associated with the trans ition graph assumes a standardized
form if the states are arranged according to their classes and subclasses:

b

e f c ab

transition matrix

• trans ition

c

A

Structural analysis : A finite homogeneous Markov process is said to be irre­
ducible if its space of states cannot be partitioned into several classes of states.
It is said to be reducible if its space of states can be partitioned into several classes
of states . An irreducible finite Markov process possesses exactly one final class
of states. A reducible finite Markov process possesses at least one final class of
states and zero, one or more transient classes of states.

The structural analysis leads to the following important consequences for the long­
term behavior of reducible finite Markov processes :

• The sum of the probabilities for all states in a transient class tends to 0 with
increasing time, since a trans ient class cannot be reached once the process
has left it.

• The sum of the probabilities for all states in a final class tends to a fixed value
with increasing time, since a final class is never left once the process has
reached it.
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10.5.2.4 Spectral analysis

Introduction : The rule of calculation for homogeneous Markov processes sug­
gests an iterative procedure for determining the state probabilities in consecutive
time steps. The long-term behav ior of the process depends on the convergence
behavior of the iterative procedure. This convergence behavior is determined by
the eigenvalues and eigenvectors of the transition matrix. The determination of the
eigenvalues and eigenvectors leads to a spectral analysis. The spectral analysis
is treated in the following for the special case of a transition matrix without multiple
eigenvalues. The results of the spectral analysis for the general case of the long­
term behavior of the process are compiled.

Eigenvalue problem The eigenvalue problems forthe quadratic stochastic ma-
trices P and PTare :

Py = Ay pTz = AZ

The matrices P and PT have the same eigenvalues. However, they generally have
different eigenvectors y and Z for the eigenvalues A. The eigenvectors yare called
right eigenvectors of P.The eigenvectors Z are called left eigenvectors of P, since
the eigenvalue problem for PT is transformed into zTP = AZTby transposition and
in this form the eigenvector ZT appears to the left of P.

Eigenvalues : According to the rules of algebra, the absolute value IAI of each

eigenvalue is less than or equal to a matrix norm II P II. Since the sum of the abso­
lute values of all elements of a stochastic matrix P for every row is 1, the row norm
II P II is 1. Hence all eigenvalues of P are less than or equal to 1. The eigenvalue
A1 with the largest absolute value is exactly 1, since by definition the equation
P e = 1 e holds for a stochastic matrix .

IAI :5 1

The eigenvalues Aj of the matrix P are determined as the zeros of the characteristic
polynomial det(P - AI ) = 0 with the identity matrix I. The eigenvalues may be sim­
ple or multiple, and they may be real or occur in conjugate complex pairs.

Eigenvectors : If all eigenvalues are simple, then for every eigenvalue Aj there
is a right eigenvector y j and a left eigenvector Zj. They are solutions of the following
homogeneous systems of linear equations:

(p T -U)z. = 0
J J

The right eigenvector y 1 of the stochastic matrix P belonging to the maximal eigen­
value A1 = 1 is the one vector e, since Pe = te.
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The eigenvectors Yj and Zj for each eigenvalue Aj are normalized such that
yi Zj = 1. The eigenvectors Yj and Zkbelonging to different eigenvalues Aj and Ak
are orthogonal, so that

s. = {o for j ~ k
Jk 1 for j = k

Spectral decomposition If all eigenvalues are simple , the matrices P and pT
have the following spectral decompositions :

m T T m T
p = I A. y . z. P = I A· z. y .

j=1 ) ) ) j= 1 J ) )

If the spectral decompositions of P and pT are substituted into the equations for
the eigenvectors, these equations are satisfied due to the orthonormality proper­
ties of the eigenvectors. The following spectral decompositions for the n-th powers
of the matrices P and pT are obtained using these orthonormality properties:

m m
pn = I A~ y.zT (pn)T = I An z. yT

j= 1 ) J ) j=1 ) ) J

If apart from the maximal eigenvalue A1 = 1 the absolute values of all remaining
eigenvalues Aj for j > 1 are less than 1, the powers Aj tend to 0 for n -+ 00 . Hence
the matrices pn and (P")T tend to fixed limits :

P '" = e zT (p "')T = Z1 eT

Spectral analysis The stochastic vector p, at time tnfor a homogeneous Mar-
kov process with the transition matrix P is calcu lated iteratively starting with the
stochastic vector Po at time to :

P1 = pT Po

P2 = pT P1 (p 2)T Po

Pn = pT Pn-1 = (pn)T Po

If the eigenvalues of the trans ition matrix P are simple, then substituting the spec­
tral decomposition of (P")T into this rule yields the following sum for the stochastic
vector Pn:

m
Pn = (pn)T Po = .I Aj Zj yi Po

J=1

If the absolute values of all eigenvalues Aj for j > 1 are less than 1, the stochastic
vector Pn tends to the left eigenvector z1 of P for n -+ 00 independent of Po'

P", = (p "')T Po = Z1 eT Po = z1

The left eigenvector Z1is a stochastic vector, since yTZ1 = eT Z1 = 1 due to nor­
malization.
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Example : Spectral analysis

Let the homogeneous Markov process with the illustrated weighted transition
graph and the corresponding transition matrix P be given.

1-2a a b c

o < ~ ::; 11-~

a

a

a

1-~

P

1-2a a a

0 1- ~ ~

0 ~ 1-~

O < a <~

a

b

c

The space of states of the homogeneous Markov process consists of a transient
class of states {a} and a final class of states {b,c}. The zeros of the characteristic
polynomial are the eigenvalues Aj of the transit ion matrix P.

det(P-M) = (1-2a- A) ((1-~-A)2_~2) = 0

eigenvalues : A1 = 1 A2 = 1 - 2~ A3 = 1 - 2a

The right and left eigenvectors Yj and Zj for the eigenvalues Aj are determined
by solving the homogeneous systems of linear equations (P - Aj I) Yj = 0 and
(pT - AjI)Zj = O.

A1 = 1 yi =~ zi = [ji] 0.5 [OTI

A2 =1-2~ YJ=~ zJ=~0 .5 I-o ·51

A3 = 1-2a yJ=~ zJ =~I-o·5 I-O·51

The right and left eigenvectors are orthonormal. The scalar products YJZj are 1.
The scalar products YJzk are 0 for j;: k. The spectral decomposition for the
transition matrix P is given by :

3
P = L Aj Yj zJ = Y1 zi + (1 - 2~) Y2 zJ + (1 - 2a) Y3 zJ

j=1

P

0.0 0.5 0.5

0.0 0.5 0.5

0.0 0.5 0.5

+ (1-2~)

0.0 0.0 0.0

0.0 0.5 -0.5

0.0 -0.5 0.5

+ (1-2a)

1.0 - 0.5 -0.5

0.0 0.0 0.0

0.0 0.0 0.0

The spectral decomposition for the power pn of the transition matrix is given by :

3
p n = L Aj Yj Zj = Y1 zi + (1 -2~)n Y2 zJ + (1 -2a)n Y3 zJ

j=1
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For 0 < ~ < 1, the final class {b, c} is aperiodic. The absolute values of the eigen­
values A2 = 1 - 2~ and AS = 1 - 2a are less than 1. The powers A~ , A~ tend to 0
for n~ 00 , so that the matrix P" tends to the matrix P 00 :

P oo T
= Y1 Zl

For ~ = 1, the final class {b, c} is periodic with the period d = 2. The absolute values
of the eigenvalues A1 = 1 and A2 = -1 are equal to 1. The matrix pn does not tend
to a fixed limit for n~ 00 • For sufficiently large n, it alternates in consecutive steps:

pn = Y1 zT + (-1)n Y2 z~

General spectral analysis : In the general case , the transition matrix P of a ho­
mogeneous Markov process has simple and multiple eigenvalues. The theoretical
foundations for eigenvalue problems with multiple eigenvalues are a part of linear
algebra. The results required for the structural analysis are compiled in the follow­
ing. If the space of states of the homogeneous Markov process contains several
classes of states, then by virtue of the structure of the transition matrix P the eigen­
values may be determined classwise. The essential results are :

• The absolute values of all eigenvalues of a transition matrix PT for the states
within a transient class of states are less than 1.

• Atransition matrix PF for the states within a final class of states has an eigen­
value 1.

• If a final class of states is aperiodic, then apart from the eigenvalue 1 the
transition matrix PF has only eigenvalues with absolute values less than 1.

• If a final class of states is periodic with a period d > 1, then the transition ma­
trix PFhas exactly d eigenvalues with the absolute value 1. The characteristic
equation det(PF-AI) contains a factor (Ad-1).

In the general spectral decomposition, the n-th power of the transition matrix P also
depends on the n-th powers of its eigenvalues A.ln the limit n~ 00 , the components
with the eigenvalues IAI< 1 tend to zero. The general spectral analysis of a homo­
geneous Markov process leads to the following essential results:

• If a Markov process conta ins exactly one final class of states and this class
is aperiodic, then there is a unique limit distribution p., which is independent
of the initial distribution Po.

• If a Markov process contains several final classes of states and these classes
are aper iodic, then there are different limit distributions Poo depending on the
initial distribution po.

• If a Markov process contains a final class of states which is periodic, then
there is no limit distribution Poo . The long-term behavior of the process is peri­
odic.
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10.5.2.5 First passage

Introduction : In practical applications, one is often interested in the probability
that a final state z is reached for the first time from an initial state a at time t. This

is called the first passage problem. The solution of this problem leads to a distribu­

tion as a function of time . Since the time domain is discrete, the distribution is also

discrete. The basic definitions for the first passage problem for finite homoge­
neous Markov processes as well as a suitable method for calculating the time­

dependent distribution and its moments are treated in the following.

Passage time : The passage time T ij is the number of time steps which a homo­

geneous Markov process takes to reach a state j from a state i ~ j for the first time.

The possible values of the passage time Tij may be determined directly from the
transition graph. If the transition graph contains a path of length n from the state

i via n -1 intermediate states k ~ j to the state j, then n is a possible passage time.

Probability function of the passage time : If a state j can be reached from an­

other state i, the passage time "Iij takes natural numbers n EN' as values. The

probability P(Tjj = n) is designated by fij(n). For n = 1, the probability fp) coin­

cides with the transition probability Pij ' For n > 1, the probability fij(n) is calculated
recursively according to the total probability theorem. In a single step , the process
makes a transition from the state i to the states k ~ j with the transition probabilities

Pik and reaches the state j for the first time in n - 1 steps with the probabilities
fkj (n - 1).

fij(1) = Pjj n = 1 i ~ j

fij(n) = I Pik fkj(n-1) n >1 i~j
k.,j

This recursive rule is conveniently formulated using vector and matrix notation. For
a given state j and all states i ~ j, the probabilities fij(n) and Pij are arranged in the
vectors f j(n) and Pj' The matrix Pj is obtained from the matrix P by deleting the

row j and the column j of P.

For n = 1,2,..., the discrete function fjj(n) corresponds to a probability function for

the passage time "Iij . However, in the general case it does not satisfy the condition

that the sum of all probabilities fij(n) for n > 0 are one. If the state j is not reachable

from the state i, then f jj(n) = 0 for all n > O.
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Moments of the passage time : The moments of the passage time ljj are deter­
mined from the probabilities fij(n) with n > O. The k-th moment is defined as follows:

mij(k):= I nk fij(n) k~O
n=l

The moments may be calculated recursively without explicitly determining the
probabilities fij(n). For a given state j and all states i ~ j, the moments mij (k) are
arranged in a vector mj (k). The moments are defined as follows:

m.(k) = I nk f .(n) = p. + I nk f.(n)
J n=l J J n=2 J

The recursive rule fj (n) = Pj fj(n -1 ) for n > 1 yields:

m.(k)=p.+ I nkP.f.(n-1) = p.+p. I (n+1)kf.(n)
J J n=2 J J I J n=l J

Using the binomial theorem for (n + 1)k and the definitions of the moments, one
obtains:

00 k (k) k (k)m.(k) = p. + p . I I nq f .(n) = p. + p. I m.(q)
J J J n=l q=O q J J J q=O q J

Thus the following system of linear equations is obtained, which determines the
k-th moments of the passage time in terms of the q-th moments with 0 :::;; q < k :

_ k-l (k)(I - Po) m.(k) - p, + p." m· (q)
J J J J q~o q J

If the state j cannot be reached from the state i, then since fij(n) = 0 for n > 0 all
moments mij (k) for k ~ 0 are zero.

Passage probability* : The probability P(ljj > 0) is called a passage probability
and is designated by fij. It is the sum of all probabilities P(ljj = n) = fij(n) for n > 0,
and hence the zeroth-order moment mij(O).

*
fij := P(Tij > 0) = mij (0)

*Since f j = mj (0), the passage probabilities are determined in vector form accord-
ing to the rule for the zeroth-order moments :

*(I - Pj) f j = Pj

If the transit ion graph contains no path from the state i to the state j, then j cannot
*be reached from i and fij = O. If there is*at least one path from the state i to the

state j, then j can be reached from i and fij > O. If every sufficien!ly long path from
the state i leads to the state j, then j is always reached fromj and fij = 1. The proba­
bility that the state j is not reached from the state i is 1 - 'u
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*Average passage time : If a state j is always reached from a state i, then fij = 1,
and hence fij(n) for n > 0 is a probability function. In this case, the first moment
mij(1) is the mean I-lij of the passage time and is called the average passage time .

*
I-lij := mij (1) for fij = 1

Since I-lj = mj (1), the means are determined in vector form according to the rule
for the first moments :

*
(I - Pj) I-lj = Pj + Pj f j

*
(I - Pj)l-lj = f j

Recurrence time : The recurrence time 1jj is the number of time steps which a
homogeneous Markov process takes to return to a state j for the first time after
leaving it. The possible values of the recurrence times are determined directly in
the transition graph. If the transition graph contains a cycle of length n from state j
via n - 1 intermediate states i ;z! j to state j, then n is a possible recurrence time.

Probability function of the recurrence time : If a state j can be reached after

the process has left it, the recurrence time is a natural number n E I\jJ • The proba­

bility P(1jj = n) is designated by fjj(n). For n = 1, the probability fjj(1) coincides with
the transition probability Pjj' For n > 1, the probability fjj(n) is calculated from the
probabilities for the passage times according to the total probability theorem. In a
single step, the process makes a transition from the state j to the states i ;z! j with
the transition probabilities Pji and returns to the state j for the first time in n -1
steps with the probabilities fjj(n -1).

fjj (1) Pjj n=1

fjj(n) = .2:.Pji fij(n -1) n > 0
I;>'J

This rule is conveniently formulated in vector notation . For a given state j and all
states i ;z! j, the probabilities Pji and fij (n - 1) are arranged in the vectors q! and
f j (n - 1).

fjj(1) = Pn fjj(n) = q!fj(n-1) n c- t

The discrete function fjj(n) for n = 1,2,... corresponds to a probability function for
the recurrence time 1jj' However, in the general case it does not satisfy the condi­
tion that the sum of all probabilities fjj(n) for n > 0 is one. If the state j cannot be
reached again after the process has left it, then fjj(n) = 0 for every n > O.
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Moments of the recurrence time : The moments of the recurrence time 1jj are
determined from the probabilities fjj(n) with n > o.The k-th moment is defined as

follows:

mjj (k):= nt n
k

fjj(n)

The moments of the recurrence time are calculated directly from the moments of
the passage times. The rule of calculation is derived from the definition of the mo­

ments:

mjj (k) J1 n
k

fjj(n) = Pjj + nt n
k

fjj(n)

Applying the rule fjj (n) = qTf j (n - 1) for n > 0 yields:

m..(k) = p.. + I nkq!f.(n-1) = p.. + q! I (n+1)kf.(n)
JJ JJ n=2 J J JJ J n=1 J

Using the binomial theorem for (n + 1) k and the vector mj(k) of the moments of the

passage time , one obtains:

Took (k)m.,(k) = p.. + q. I I nq f.(n)
JJ JJ J n=1 q=O q J

T k (k)rn.. (k) = p.. + q." m.(k)
JJ JJ J q~O q J

Recurrence probability : *The probability P(1jj > 0) is called a recurrence prob­

ability and is designated by 'u It is the sum of all probabilities P(1jj = n) = fjj(n) for
n > 0, and hence the zeroth-order moment mjj (0).

*fjj := P(1jj > 0) = mjj (0)

The recurrence probability is determined from the passage probabilities Ij = mj(O)
in vector form as follows:

* T *
fjj = Pjj + qj f j

If the transition graph does not contain a cycle through the state j, then the process
*cannot return to j and fjj = o. If the transition graph ~ontains at least one cycle

through the state j, then the process can return to jand fjj > o. If the transition graph
contains only cycles through the state j, then the process always returns to j and
* *fjj = 1. The probability that the state j is not reached again is 1 - fjj .
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Average recurrence time : If the process always returns to a state j, then fjj = 1,
and hence fjj(n) for n > 0 is a probability function . In this case , the first moment
mjj (1) is the mean !ljj of the recurrence time and is called the average recurrence
time.

*The average recurrence time is obta ined from the passage probabilities f j = mj (0)
and the average passage times !J.j = mj (1) in vector form:

* *
!ljj = Pjj + q{(fj + !J.j) = fjj + qJ!J.j

Example : Deterioration process

The surface of a road is damaged over the years by various random influences.
The damage is described in a simplified manner by the deterioration states 1,2,3.
The deterioration process is treated as a homogeneous Markov process with the
illustrated weighted transition graph and the corresponding transition matrix.

~
0.8 0.6 1.0

p

0.8 0.2 0

0 0.6 0.4

0 0 1

State 3 can first be reached from state 1 in the years T 13 = 2,3,4, ...; it can first
be reached from state 2 in the years T23 = 1,2,3, ... . The probabilities f13(n) , f23(n)
are arranged in the vector f 3 (n) and calculated recursively using the transition ma­

trix P3 and the transition vector P3.

The calculation of the vectors f 3(n) is shown:

P3 = '3(1) '3(2) ' 3(3) ' 3(4) '3(5) '3(6)

I::II :::: II ::::11 :::11:::: II ::1
RRRRRRR
8 BB8 8 EJB

P3 '3 (2) ' 3(3) ' 3(4) '3 (5) ' 3(6) '3 (7)
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*The zeroth-order moments f i3 and the first-order moments lli3 for i = 1,2 are ar-
ranged in the vectors i3 and J13. They are calculated by solving systems of linear
equations:

P3

~ELB=B
~~ EJ

[~~E~LG = B
L±jB B

The passage probabilities from state 1 to state 3 and from state 2 to state 3 are
* *f13 = f23 = 1.0. The average passage time is 1113 = 7.5 years from state 1 to state
3 and 1123 = 2.5 years from state 2 to state 3.

Process behavior : The behavior of a homogeneous Markov process with re­
spect to first passage from a state j to a state i may be analyzed on the basis of

*the structural properties and the probabilities f ij . The recurrence behavior, the pas-
sage behavior and the absorption behavior are cons idered.

Recurrence behavior : The recurrence probability allows the states of the ho­
mogeneous Markov process to be classified. A state j with recurrence probability
*fj j < 1 is said to be tran~ient and belongs to a transient class of states. A state j with
recurrence probability fjj = 1 is said to be recurrent and belongs to a final class of
states.

*state j is transient := fjj < 1

*state j is recurrent := fjj = 1

Passagt; behavior : The passage behavior is determined by the passage prob­
abilities fij for two different states i ~ j. The following cases are distinguished:

• The states i and j are both recurrent. They may belong either to the same final
class of states or to two different final classes of states . In the first case
* *f ij = fj i = 1, since the process cannot leave the final class and the*stat~s are
always mutually reachable within their class . In the second case fij = f j j = 0,
since the states belong to two different final classes of states and are there ­
fore not reachable from each other.

• The states i and j are both transient. They may belong either to the same
transient class of states or to two different transient classes of states. In the

* *first case fij >°and fj i > 0, sin.ce state~ within the same class are mutually
reachable. In the second case fij = °or fj i = 0, since i cannot be reached from
j or j cannot be reached from i.

*• The state i is transient and the state j is recurrent. Then fj i = 0, since i cannot
be reached from j.
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PJj = °

Absorption behavior : After a final class of states J has first been reached from
a transient state i, the process cannot leave the class . The prob'tbility that this hap­
pens is called an ab!>orPJion probability and is designated by f jJ . It is a property
of th~ class J, that is fij = f iJ for every recurrent state j E J. The absorption probabili­
ties f jJ are calculated for a reduced homogeneous Markov process.

The homogeneous Markov process is reduced by mapping each recurrent state
j E J to its final class J. The transition probabilities for this reduction are determined
as follows :

• The probability PjJfor the transition from a transient state i to a final class J
is the sum of the probabilities Pij for all states j EJ. Since there are no transi­
tions from a recurrent state j E J to a transient state i, the transition probability

PJi is zero.

PjJ = I Pij
jEJ

• Since a transition from a recurrent state j E J in a final class J always leads
to a state in the same class, the transition probability pJJis one and the transi­
tion probability pJKfor K ;c J is zero.

{
o for K ;c J

PJK = bJK = 1 for K = J

Thus the transition matrix PRof a reduced homogeneous Markov process has the
following special structure :

r.PR = '

o I J

tran sient states

fina l classes of states

• •
If the absorption probabilities f jJ for all transient states i are arranged in a vector fJ '
the special structure. of the transition matrix PR leads to the following system of
linear equations for fJ :

rJ column of R for class of states J

•
The system of linear equations for f Jhas a unique solution. The matrix I - Q is reg-
ular, since the matrix Q for the transitions between the transient states has only
eigenvalues with 11.. 1< 1 and the determinant det(I - Q) is therefore non-zero.
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Example : Absorption behavior

Let the homogeneous Markov process with the illustrated transition graph and the
corresponding transition matrix P be given .

abc d e

a P 1
"5

5 0 0 0 0

1 2 1 1 0

1 1 1 1 1

0 0 0 0 5

0 0 0 5 0

a

b

c

d

e

The space of states of the Markov process consists of the final class of states
A = {a}, the final class of states D= {d, e} and the transient class of states T = {b, c}.
The states a, d, e in the two final classes are recurrent. The states b, c in the tran­
sient class are transient. Reducing the process to its transient states and its final
classes of states leads to the follow ing transition graph with the reduced transition
matrix PR .

b cAD

D 1
"5

2 1 1 1

1 1 1 2

0 0 5 0

0 0 0 5

b

c

A

D

~
~

* * *The absorption probab ilities fbO ' feD are arranged in a vector 10 and determined
by solving a system of linear equations:

(I - Q)

3/5 -1/5

-1 /5

.
* 10

I----If-------l *~/11
4/5 7/11

'---------'

The final class D is reached with the absorption probability 6/11 from the state b
and with the absorption probability 7/11 from the state c.
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10.5.2.6 Processes of higher order

Introduction : The preceding sect ions deal with finite Markov processes of first
order. Markov processes of higher order may be reduced to Markov processes of
first order. Thus the fundamentals treated here may also be applied to Markov pro­
cesses of higher order.

Process of first order : A stochastic process is called a Markov process of first
order if the state of the process at the future time tn+1 depends only on the state
at the present time tn' Such a process is also called a process without memory.

Process of roth order : A stochastic process is called a Markov process of roth

order if the state of the process at the future time tn+1 depends on the state at the
present time tn and on the states at the past r - 1 times tn- 1 ... . . tn_ r+ t: Such a
process with r > 1 is also called a process with memory.

State : A Markov process of roth order with the space of states S is reduced to
a Markov process of first order with the space of states S'. The space of states S'
contains all ordered r-tuples of the space of states S. An ordered r-tuple contains

the states which the process can be in at the times tn' tn- 1 , .. . . tn- r + 1.

Transition : The poss ible transitions in the space of states S' are restr icted. A

transition from the tuple a E S' at time tn to the tuple b e S' at time tn+ 1 is only
possible if the first r -1 states of a coincide with the last r -1 states of b. The
transition probabilities for the impossible transitions are zero .

Example : Markov process of second order

Let a Markov process of second order with the space of states S containing the
states 0 and 1 be given. It is reduced to a Markov process of first order with the
space of states S2. The possible transitions in the space of states S2 are shown
in the transition graph.

S = {0.1}

S2 = S x S

S2 = {(O,O).(O, 1).(1 ,0),(1, 1)}
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10.5.3 FINITE MARKOV PROCESSES IN CONTINUOUS TIME

10.5.3.1 Introduction

Finite Markov processes with a finite discrete space of states and a discrete time
domain are treated in the preceding section. Based on that material, this section
considers finite Markov processes in continuous time. At a given time t, the Markov
process has certain probabilities for being in the various states. At time t +dt, every
state continuously changes into a new state with a certain transition rate. The prob­
abilities for the different possible states of the process are therefore continuous
time-dependent functions.

If the transition rates of a Markov process are constant, the Markov process is said
to be homogeneous. The basic definitions and methods for homogeneous Markov
processes in continuous time are analogous to the definitions and methods for ho­
mogeneous Markov processes in discrete time. In Sections 10.5.3.2 and 10.5.3.3
they are derived and applied to typical examples.

The theory of queues is an important area of application for homogeneous Markov
processes in continuous time. Queue models consist of an arrival process and a
service process. The fundamentals of the theory of queues including the definition
of models are treated in Sections 10.5.3.4 and 10.5.3.5.

10.5.3.2 States and transition rates

Introduction : Finite Markov processes in continuous time may be derived di­
rectly from finite Markov processes in discrete time. For this purpose , the change
of state of the process within an infinitesimal time increment is considered. This
approach leads to an initial value problem with a linear system of first order differ­
ential equations for the time-dependent state probabilities of the process.

State probability : The finite Markov process in continuous time is described by
a random variable X(t) which can take different real values xj for the possible states
ej of the process at time t. The state probability Pj(t) is the probability that the
process is in the state ej at time t, and hence the probability that the random
variable X(t) takes the value xj. The state probabilities for all possible states form
the probability function for the random variable X(t). They are conveniently ar­
ranged in a stochastic vector p(t). Their sum is 1.

Pj(t) P(X(t) = Xj)

p(t) 2:: 0
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Incremental transition : Let a homogeneous MarkoY process with the state

probabilities p(t) at time t be given. The state probabilities p(t + ~t) at time t + ~t

are calculated using the transition probabilities P(~t), which for a homogeneous
Markov process depend only on the time increment ~t and not on the time t.

p(t + ~t) = pT(~t) p(t)

The changes in the state probabilities are referred to the time increment ~t :

1t (p(t + ~t) - p(t)) = 1t (P(~t) - I)T p(t)

(1)

(2)

Infinitesimal transition : In the limit ~t -- 0, the incremental transition leads to
an infinitesimal transition. Equation (1) impl ies the following continuity condition for
the state probabilities p(t) :

lim p(t + ~t) = lim pT(~t) p(t)
.1.1-0 .1.1- 0

lim P(~t) = I
.1.1- 0

lim p(t + ~t) = p(t)
.1.1-0

continuity cond ition

continuity

Equation (2) implies the transition condition for the state probabilities p(t) in form
of a system of first order differential equations with a constant transition matrix G.

p'(t) = lim .L (p(t+ ~t) - p(t)) = lim .L (P( ~t) - I)T p(t)
.1.1-0 ~t .1.1-0 ~t

G· = lim .L (P(~t) - I)
. .1.1- 0 ~t

p'(t) = GT p(t)

transition matrix

transition condition

The transition matrix G is called the generator of the homogeneous Markov pro­
cess. Its elements may be interpreted as transition rates.

Transition rates : A homogeneous Markov process in continuous time is de­
scribed by transition rates. The probability Pij(~t) for a transition from the state i
to the state j ~ i is proportional to the time increment ~t, with the non-negative

trans ition rate gij acting as the constant of proportionality :

Pij(~t) gij ~t + o(~t) ::; 1 i ~ j

o(~t) terms of higher order in ~t

If the time increment ~t is sufficiently small, the higher-order terms o(~t) are negli­
gible compared to gij~t. The probabilities for transitions from state i to all states
j in the time increment ~t must add up to 1. This condition yields the probability

Pii(~t) with the non-positive transition rate gjj"
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1 - I Pj ·(~t) = 1 - I gi'~t+ o(~t)
.. J . , J
J"'I J"'I

1 + gji~t + o(~t)

- I gj'. . J
J"'I

951

In the limit ~t --+ 0, the transition probabilities Pij(~t) tend to 0 for i ;.! j and to 1 for
i = j. Hence the continuity condition is satisfied. The transition rates gij are non­
positive for i = j and non-negative for i ;.! j. The sum of the rates for the transitions
from a state i to all states j is O.

- 00 < g jj::; 0

o ::; gij < 00

~ gij = 0
J

for i ;.! j

Transition graph : A finite homogeneous Markov process in continuous time
may be represented by a transition graph with the transition rates as weights. Its
structure is analyzed using the graph-theoretical methods in Section 10.5.2.3. The
space of states of the process may be partitioned into classes of states, which are
either transient or final. It contains at least one final class of states. By virtue of the
continuity condition for the states, every final class of states is aperiodic, The
long-term behavior of the process is therefore not periodic.

Homogeneous Markov process : A homogeneous Markov process in continu­
ous time is completely described by the initial distribution Poat time t = 0 and the
generator G with the transition rates. This description leads to the following initial
value problem :

pi(t) = GTp(t) p(t =0) = Po t ~O

The solution of this initial value problem is given by

p(t) = pT(t) Po P(t) = etG := I ~ (tG)k
k=O k!

The matrix P(t) is the transition matrix for the state probabilities of the process in
the time interval from 0 to t. It may be represented as an exponential function with
the generator G. Its derivative with respect to time is given by

pi (t) = GP(t) = P(t)G
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*p~O

Limit distribution : Starting from an initial distribution Po' the calculated dis­
tributions p(t) of a homogeneous Markov process tend to a limit distribution p 00 in
the limit t --<> co. The limit distribution mayor may not depend on the initial distribu­

tion Po'

p 00 = lim p(t)
1- 00

If a homogeneous Markov process possesses exactly one final class of states, the
limit distribution is independent of the initial distribution Po' If it possesses several
final classes of states, the limit distribution depends on the initial distribution Po'

Equilibrium distribution : A homogeneous Markov process is in equilibrium if
the distribution p(t) is independent of time. This is only possible if the derivative
pi (t) is zero . Such a distribution pis called an equilibrium distribution (stationary
distribution). The rules of calculation yield the following equilibrium condition:

GTp = 0

*A distribution p may be determined directly from the equilibrium condition and the
distribution conditions. This leads to a homogeneous system of linear equations
with constraints.

GTp = 0

Every limit distribution p 00 is an equilibrium distribution. If the initial distribution Po
is an equilibrium distribution, the homogeneous Markov process is a stationary
process, that is its distribution is independent of time.

Example : Device states

Assume that a device is either in a broken state 0 or in an intact state 1 at time t.
The transitions between these states are treated as a homogeneous Markov pro­
cess. The average repair time for a broken device is To' The rate for the transition
from the broken state to the intact state is therefore a = 1ITo' The average lifetime
for an intact device is T1 . The rate for the transition from the intact state to the
broken state is therefore ~ = 1/T1 . The homogeneous Markov process with the
transition probabilities for a time increment ~t may be represented as follows:

@ ~tit + o(tit) 25o .. ~ 1
utit + oW)

1 - utit + o(tit) 1 - ~tit + o(tit)

P(~t)
1 - uti t utit

+ o(~t)



www.manaraa.com

Stochast ics 953

The limit Llt --+ 0 leads to a homogeneous Markov process in continuous time t ~ 0
with the generator G, which is graph ically represented as follows:

- a

a tEa a
G=

~ - ~

This leads to the following initial value problem for the state probabilities Po(t) and

P1 (t) :

p'(t)

pb(t)

p ~(t)

* p(t) p(t =0) = p(O)

The solution of this initial value problem under the constraint Po(t) + P1 (t) = 1 is
given by

p (0) e-(a+~)t + -~- (1 - e-(a+~)t)
o a+~

P1(t) = p (0) e-(a+~)t + _ a_ (1 - e-(a+ ~)t)
1 a+~

In the limit t --+ 00 , the state probabilities tend to the following limits, which are inde­
pendent of the state probabilities at time t = 0 :

The limit distribution for t --+ 00 coincides with the equilibrium distribution, which is
calculated by solving a constrained homogeneous system of linear equations:

o * *Po + P1 = 1

*Po = ~/(a + ~)

P1 = a/(a + ~)
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10.5.3.3 First passage

Introduction : The first passage problem for finite homogeneous Markov pro­
cesses in discrete time is treated in Section 10.5.2.5. The principles may be trans­
ferred to finite homogeneous Markov processes in continuous time. In the case of
discrete time, the time-dependent distribution for the first passage from an initial
state a to a final state z is discrete . In the case of continuous time it is continuous.
A suitable method for determining the continuous distribution and its moments is
described in the following.

Passage time : The passage time li j is the time which a homogeneous Markov
process in continuous time takes to reach a state j from another state i for the first
time. The passage time is a continuous random variable which takes values t ~ o.

Density function of the passage time : If a state j can be reached from a state i,
the passage time lij takes real values t ~ o. It is described by the probability den­
sity fij(t) for t ~ O. If the time axis t ~ 0 is divided into sufficiently small time incre­
ments ilt , then ilt fij(t) is the probability that the state j is reached for the first time
from the state i in the time interval from t - ilt to t. The recursive rule of calculation
for homogeneous Markov processes in discrete time from Section 10.5.2.5 may
thus be applied. With the incremental transition probabilities Pij(ilt), this yields:

ilt f jj(ilt) = Pij(ilt) i ~ j

~t fjj(t) = I . Pik(~t) ~t fkj(t - ~t) i ~ j
k"'l

Transforming the equations yields :

fjj(ilt) = lt Pij (~t)

lt (fij(t) - fij(t - ilt)) = lt (k~j Pik(ilt) fkj(t - ilt) - fij(t - ~t))

Taking the limit ilt --+ 0 for i ~ j and using the definitions of the transition rates gij
leads to the following initial value problem :

The rules of calculation may be formulated concisely in vector and matrix notation.
For a given state j and all states i ~ j, the probability densities fij(t) and transition
rates gij are arranged in the vectors f j(t) and gj. The matrix Gj is obtained from the
generator G by deleting row j and column j of G.
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For t ~ 0, the solutions fij (t) of the initial value problem correspond to a density
function for the passage time ljj' However, in the general case this function does
not satisfy the condition that the integral of fij(t) over t ~ 0 is one. If the state j cannot
be reached from the state i, then fij(t) = 0 for t ~ 0 .

Moments of the passage time : The moments of the passage time ljj are deter­
mined from the probability density fij(t) with t ~ O. The k-th moment is defined as
follows:

00

mij (k):= J tk fij(t) dt
o

k ~ 0

The moments may be calculated directly without explicitly determining the proba­
bility densities fij(t). The rule of calculation is concisely formulated in vector and
matrix notation. For a given state j and every state i ~ j, the moments mij (k) are
arranged in the vector mj (k). The definition of the moments then takes the form :

00

mj(k) = J tk fj(t) dt
o

Multiplying the equation with the matrix Gj from the left and substituting the rule
of calculation fI (t) = Gj fj(t) yields:

00 00 00

Gj mj(k) = Gj J tk fj(t) dt = J tk Gj fj(t) dt = J tk fI(t) dt
000

Direct integration for k = 0 and integration by parts for k > 0 now yields :

00

Gjmj(O) = f fI(t)dt = fj(oo)-fj(O) = fj( oo)-gj
o
00 00

Gj rn.tk) = J tk fI(t) dt = [t k fj(t)]; - k J tk
-

1 f j(t) dt k >O
o 0

Since the probability densities for t --+ 00 tend to zero exponentially, the following
equations for the moments of the passage times are obtained :

Gj mj(o) = -gj

G· m.tk) = - k m.(k -1)
J J J k >O

If the state j cannot be reached from the state i, then since fjj(t) = 0 for t ~ 0 all
moments mij(k) for k ~ 0 are also zero.
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gJ'J' = - I gj '. . J
''''J

Passage probability*: The probability P(ljj ~ 0) is called a passage probability
and is designated by fij . It is the integral of the probability density fij(t) over t ~ 0,
and hence the zeroth-order moment.

*
fij := P(ljj ~ 0) = mij (0)

The passage probabilities are determined as follows according to the rule of cal-
*culation for the zeroth-order moments f j = mj (0) :

*Gj f j = -gj

If the transition graph contains no path from the state i to the state j, then j cannot
*be reached from i and fij = O.If there is at least one path from state i to state j, then

j can be reached from i and fij > O. If every sufliciently long path from state i leads
to state j, then j is always reac~ed from i and f jj = 1. The probability that state j is
not reached from state i is 1 - fij.

*Average passage time : If state j is always reached from state i, then f jj = 1, and
hence f jj(t) for t > 0 is a density function. In this case the first moment mij(1) is the
mean Il jj of the passage time and is called the average passage time .

*Ilij := mij(1) for fij = 1

The means are determined in the vector form flj = mj (1) according to the rule of
calculation for the first moments:

Recurrence time : The recurrence time 1jj is the time which a homogeneous
Markov process in continuous time takes to return to a state j for the first time after
leaving it. The homogeneous Markov process leaves the state j for the states i r! j
with the probabilities Pjj ' which are calculated from the transition rates as follows :

gji
p.. = --

JI gjj

Density function of the recurrence time : If a state j can be reached again after
the process has left it, the recurrence time 1jj takes real values t ~ O. It is described
by the probability density fjj(t) and calculated from the probability densities fij(t) for
the passage times ljj with i r! j. The homogeneous Markov process leaves the
state j for the states i r! j with the probabilities Pji and then returns to the original
state for the first time. Hence the probability density fjj(t) is the weighted sum of
the probab ility dens ities fij (t) with the probabilities Pji as weight factors.

fjj(t) = I Pji fjj(t)
j"'i



www.manaraa.com

Stochastics 957

This rule of calculat ion is concisely formulated in vector notation . For a given state
j and all states i ~ j, the probabilities Pji and fij(t) are arranged in the vectors qT
and fj(t) .

fjj(t) = qT fj(t)

The probability density fjj(t) corresponds to a density function for the recurrence
time. However, in the general case it does not satisfy the condition that the integral
of fjj(t) over t ~ 0 is one. If the process cannot leave the state j or the state j cannot
be reached after the process has left it, then fjj(t) = 0 for t > O.

Moments of the recurrence time : The moments of the recurrence time ~j are
obtained from the probability density fjj(t) with t ~ O. The k-th moment is defined
as follows:

cc

mjj(k) f tk fj j(t) dt
o

The moments of the recurrence time may be calculated directly from the moments
of the passage times. Using the rule fjj(t) = qT f j(t), one obtains :

oc

mjj(k) = qTf tk fj(t) dt = qJ mj(k)
o

Recurrence probability : Jhe probab ility P(~j ~ 0) is called a recurrence prob­
ability and is designated by fjj . It is the integral of the probability density fjj(t) over
t ~ 0, and hence the zeroth-order moment.

* t
'n ; = P(~j ~ 0) = f fjj(t) dt = mjj (0)

o

The recurrence probability is determined as follows from the passage probabilities
*f j = mj (0) in vector form :

* *
fjj = qT f j

If the transition graph does not contain a cycle through the state j, then the process
*cannot return to j and fjj = O. If the transition graph ~ontains at least one cycle

through the state j, then the process can return to j and fjj > O. If the transition graph
contains only cycles through the state j, then the process always returns to j and
* *fjj = 1. The probability that the state j is not reached again is 1 - fjj.
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!'verage recurrence time : If the process always returns to the state j, then

fjj = 1, and hence fjj(t) for t ;:: 0 is a density function. In this case the first moment
m jj (1) is the mean f.ljj of the recurrence time and is called the average recurrence

time.

*
f.l jj := m jj (1) for fj j = 1

The average recurrence time is determined as follows from the average passage

times Jl-j = mj(1) in vector form :

f.ljj = qT Jl-j

Example : Deterioration process

The example of a simple deterioration process with the deterioration states 1,2,3
treated in Section 10.5.2.5 may also be considered as a homogeneous Markov

process in continuous time. The transition graph with the transition rates and the

corresponding generator G for this process are given.

2 3

G

--a a 0

0 -~ ~

0 0 0 o

The deterioration state 3 is first reached from the deterioration state 1 after the time
T 13; it is first reached from the deterioration state 2 after the time T23' The proba­
bility densities f13(t) and f23(t) are arranged in a vector 13(t). The following initial
value problem with the matrix G3 and the vector g3 is obtained:

1~(t)

1;3(t)

1 ~3(t)

13(t)

113(t)

123(t)

13(0)

113(0)

123(0)

The equations for the probability densities are considered in component represen­

tation :

-a f13(t) + a f23(t)

-~ f23(t)

The solutions for a ~ ~ are:

f13(t) (e"""«1 - e-fll) / (1/a -1m)

f23(t) ~ e-~I

f13(0) = 0

f23(0) = ~
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*The zeroth-order mOlllents f iS and the first-order moments [tiS for i = 1,2 are ar-
ranged in the vectors fs and J1s' They are calculated by solving systems of linear
equations:

*Gs * fs -9s

LITIlCJ ~Bj
J1s

1/a + 1 /~

1 /~

The average passage time from state 1 to state 3 is [t1S = 1/a + 1/P; the average
passage time from state 2 to state 3 is [t2S = 1/p. The probability density for the
return of state 3 to itself is zero, since the process cannot leave state 3.

10.5.3.4 Queues

Introduction : Queue problems arise in various forms in different areas of ap­
plication . A simple example is furnished by customers being served at a counter.
Customers arrive at the counter in random time intervals and wait to be served.
Each customer is served in a random time. After being served , the customer leaves
the counter. The steady arrival of customers at the counter and the steady depar­
ture of customers lead to a queue whose length changes over time. Queue prob­
lems of this type may be treated as Markov processes.

Queue models : Mathematical models for treating queue problems are called
queue models. They consist of an arrival model and a service model. A queue
model is described by the type of the arrival and service processes, the number
of service stations, the capacity of the waiting room and the service rule. Abbrevi­
ations of the following form are used in the literature for the various queue models:

queue model

type of arrival process

type of service process

number of service stations

capacity of the waiting room

service rule

A/B/s/m/R

A

B

s
m

R

The arrival process and the service process may both be a Markov process, a
generalized stochastic process or a deterministic process . Accordingly, the type
of arrival or service process is designated by the letters M, G or D. The service
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model possesses one or more service stations. The waiting capacity is bounded
or unbounded. The following rules are used for the dependence of the order of ser­
vice on the order of arrival :

• Customers are served in order of arrival (FIFO : first in first out).

• Customers are served in reverse order of arrival (LIFO : last in first out) .

• Customers are served in random order independent of the order of arrival
(SIRO : service in random order).

The following treatment of queue models is confined to Markov processes for ar­
rival and service, and to service in the order of arrival. The service rule is not speci­
fied in the abbreviations in the following.

Queue : A queue is a sequence of customers who are being served or are wait­
ing to be served. The number of customers in a queue is called the length of the
queue . The length is a natural number and may be bounded by a given waiting ca­
pacity. The length of a queue at time t is a discrete random variable and is desig­
nated by X(t).

Waiting time : The time for which a customer who is currently in position n in the
queue must wait to leave the queue after having been served is a continuous ran­
dom variable Tn; it is called the waiting time of the n-th customer. The waiting time
of the first customer in the queue who is being served is also called the service
time.

Arrival model : Assume that no customers are waiting at a given service station
at time t = O. Over time, customers arrive at the service station with the rate of
arrival a. Assume that the service station is closed, so that no customers are
served and a queue forms . Let the waiting capacity be restricted to m customers.
The length of the queue at time t is a random variable X(t) which takes natural val­
ues in the interval [O,m]. This arrival process is a homogeneous Markov process
in continuous time t ~ 0 and is represented by the following transition graph.

a rate of arrivalaa ~)-_ _ .. ...

-a-a

a

-a

Queue : The probability that the queue in the arrival process has length n at time
t is Pn(t).The probabilities Pn(t) for 0 $ n -s m are determined according to Section
10.5.3.2 by solving the following initial value problem:

p~(t) = - a po(t) Po(0) = 1

p'n(t) = - a Pn(t) + a Pn-l (t) p, (0) = 0 0 < n < m

p'm(t) = a Pm-l(t) Pm(O) = 0
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The solutions of this initial value problem are given by :

(t) = (at)n -at
Pn I en.

Pm(t) = 1 - e -at mf (att
n=O n.

961

The number of waiting customers is equal to the waiting capacity with probability
Pm(t). The probability that an arriving customer is turned away is also given by
Pm(t). This probability tends to zero in the limit m~ 00 •

co (at)n
Pco(t) = lim Pm(t) = 1 - e-at L -- = 1 - e-at eat = 0

m~ co n=O n!

For an unrestricted waiting capacity m = 00 , the probabilities Pn(t) with n ~ 0 have
a Poisson distribution as described in Section 10.3.6.4. The mean of the Poisson
distribution is at ; it is called the average length !!(t) of the queue at time t.

!!(t) = at m= oo

A Markov process which leads to a Poisson distribution is also called a Poisson
process. An arrival process with constant rate of arrival and unrestricted waiting
capacity is a Poisson process .

Service model : Assume that several customers are waiting at a given service
station at time t = O. Over time, the customers are served in the order of their arrival
with the rate of service ~. Like the arrival process, the service process is a homo­
geneous Markov process in continuous time t ~ O. It is represented by the following
transition graph.

®\4-<II-----.1~~0<11

-~

~ 8 \4<11-----.1:-'- ··· <II

-~

~ rate of service

Waiting time : The waiting time Tn of the n-th customer in a queue is the time
which the service process takes to reach the state 0 from the state n for the first
time. The density functions fn(t) for the waiting times Tn are determined according
to Section 10.5.3.3 by solving the following initial value problem:

f{(t) = -~ f1(t)

f~(t) = -~ fn(t) + ~fn_1(t)

f1(0) = ~

fn(O) = 0 n > 1
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The solutions of this initial value problem are given by :

f (t) = R (~t)n -l e- ~t
n I-' (n-1)! n > 0

According to Section 10.3.7.1, the density function fn(t) for the waiting time Tn is
a gamma distribution. The mean n / ~ of the gamma distribution is called the aver­
age waiting time ~n of the n-th customer.

~n = n/ ~

Service time : The waiting time T1 of the first customer in a queue is called the
service time. It is exponentially distributed. The mean 1 / ~ of the exponential dis­
tribution is called the average service time.

f1(t) = ~ e - ~t

~1 = 1/~

t 2': 0

The probability that the service time is T1 2': t is calculated as follows:
cc

P(T1 2': t) = I f 1("t)ch = e- ~t
t _

If the customer is still being served at time t 2':0, then T1 = T1 - t i~ the remaining
service time. The probability that the remaining service time is T1 2': S is deter­
mined as follows :

~ince P(T1 2': s) = P(T1 2': s) , the service time T1 and the remainlnq service time
T1 have the same distribution. Thus the remaining service time T1 of the customer
does not depend on how long the customer has already been served. This prop­
erty is a consequence of the "lack of memory" of the process.

Queue model : A queueing process consists of an arr ival process and a service

process. Let the waiting capacity be restricted to m customers. The length of the
queue at time t is a random variable X(t) which takes natural values in the interval
[O,m]. The rates of arrival an and the rates of service ~ n generally depend on the
length n of the queue. The queueing process is a homogeneous Markov process
in continuous time t 2':O. It is represented by the following transition graph :

t34 ao a 1 a2 am- l

~ ~B4
~ ...

4 ~ m ~s aj rate of arrival
~ 1 ~ 2 ~ 3

~j rate of service
--Uo -(a 1 + ~ 1 ) -(a 2 + ~2) -~m
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Stationary queue : The queueing process has a unique equilibrium distribution.
It coincides with the limit distribution to which the process tends for t -. 00 indepen­
dent of the initial distribution for t =O. If the initial distribution for t =0 coincides with
the equilibrium distribution, the process is stationary. The equilibrium distribution
is therefore also called the stat ionary distribution of the queue. The probabilities
Pn of the equilibrium distribution are the probabilities that the queue has length n
in the stationary case. According to Section 10.5.3.2, they satisfy the following sys­
tem of linear equations:

-uo Po + P1 P1 = a
U n- 1 Pn-1 - (u n+ Pn}Pn + ~n +1 Pn+1 = 0 0 < n < m

um- 1 Pm- 1 - Pm Pm = 0

The solutions of this system of equations are given by :

* * un - 1
Pn = Pn-1~

* * uo'" un- 1
Pn = Po P1 ... Pn

n U· 1- * n J-- Po - -
j=1 Pj

O<ns;m

The probability Po is determined by the condition that the sum of all probabilities
Pj for 0 s ]s; m is one .

* m *
Po + I Pj = 1

n=1

* _ 1
Po - 1 + C

m n u
j
_ 1c= I n­

n=1 j=1 ~j

The stationary distribution depends only on the ratios u j -1 / ~j' These ratios are
introduced as traffic densities Qj :

Qj:= Uj_1/ Pj 0 < j s; m

m n
C = I Il Q.

n=1 j=1 J

* _ 1 n
Pn - 1 + C .n Qj

J=1
O<ns;m

A model with an unrestricted waiting room has a stationary distribution only if C

tends to a finite value for m -. 00. The stationary distributions of the queue length
are treated in the following for some typical queue models.
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Queue model M 1 M 111m : The queue model M 1M 111m consists of one
service stationwith restrictedwaitingcapacity. The arrivalprocessand the service
process are Markov processes. The rates of arrival and rates of service are inde­
pendent of the length n of the queue.

~n = ~

Qn = Q = a/~

For Q= 1, the stationarydistribution of the queue length is a uniform distribution:

c

*Pn

m
I Qn = m

n=l

11 (1 + m)

Q = 1

o~ n s rn

For Q ;c 1, the stationarydistributionof the length n of the queue decreasesmono­
tonically with increasing n for Q< 1 and increases monotonicallywith increasing
n for Q> 1.

c

*Pn

m 1 _ Qm
I Qn = Q-1_ (l

n=l '"

Qn(1_Q)/(1_ Qm+l)

Q ;c 1

o~ n s m

The probability Pm is the probabilitythat the waitingcapacity is exhausted. It is also
the probability that an arriving customer is turned away.

Queue model M1M111 00 : The queuemodelM1M11 100 differsfrom the queue
model M/ M/1 / m only in that the waiting capacity is unrestricted. The stationary
distribution of the queue length is therefore obtained by taking the limit m --+ 00. It
exists only for Q < 1 and is a geometric distribution.

00

C = I Qn = _Q- Q < 1
n=1 1 - Q

* Qn (1 - Q) n ~ 0Pn =

The existenceof a stationarydistributionfor Q = a/ ~ < 1 is plausible.The condition
a < ~ means that on average fewer customers arrive than can be served. The
queue length can therefore reach an equilibrium. This is not possible for a ~ ~.

The average length ~ of the queue is the mean of the geometric distribution.

~ = Q/ (1 - Q)

The waiting time W of a customer is the time betweenthe arrivalat the servicesta­
tion and the departure from the service station. At arrival, the customer finds a
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queue with n customers with probability Pn. In the case of n waiting customers, the
waiting time is Tn+1. The average waiting time W the arriving customer should
expect is given by

00 *
W = I Pn Tn+ 1

n=O

The waiting time Tn+1 for serving n + 1 customers with the constant rate of service
~ has a gamma distribution with the density function fn+1(t). This leads to the fol­
lowing density function fw(t) for the waiting time W :

fw(t) I Pn fn+l(t) = I (1-g)gn~(~tte-~t
n=O n=O n.

fw(t) (1 - Q) ~ e-~t I (Q~:)n = (1 - Q) ~ e-~t eQ~t
n=O n.

fw(t) (1 - Q) ~ e-(1- Q)~t = (~- a) e-(~- a)t

The waiting time W of an arriving customer is exponentially distributed with the
parameter ~ - a. The average waiting time I-tw is the mean of the exponential
distribution.

I-tw = 1 I (~- a)

Queue model M I MIs 100 : The queue model M I Mis 100 consists of s ~ 1

service stations and an unrestricted waiting capacity for a queue. The arrival pro­
cess and the service process are Markov processes. The rates of arrival and the
rates of service per service station are independent of the length n of the queue.
Up to s customers can be served simultaneously at the s service stations.

for n ~ s

for n ~ s

~n = S ~

Qn = Q/s

for 0 < n s s

for 0 < n s s

~n = n ~

Qn = gin

Q = a / ~

Assuming QI s < 1, the following stationary distribution of the queue length is ob­
tained :

* _ 1 Qn
Pn - 1 + c nT O::;n::;s

* _ 1 QS (Q)n-s
Pn - 1 + C Sf S n~s

c = I fI Q. = ±Qn + I QS (~)n-s
n=l j=l J n=l n! n=s+l s!

c = ±Qn + QS I (R)j = ±gn + QS ---,----::Q,,---/s----,---
n=1 n! s! j=l S n=l n! s! 1- Q/s
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n~O

n >O

n>O

Queue model M I M I 00 I 00 : The queue model M I M100 100 differs from the queue
model M I Mis 100 in that it possesses an infinite number of service stations . Each
arriving customer is served immediately. The number of customers being served
is the length of the queue . Taking the limit s~ 00 for the service model M I Mis 100
yields:

an = a

~n = n ~

gn = gin

g = a / ~

The stationary distribution of the queue length is a Poisson distribution.

C = I fI g. = I gn = eQ - 1
n=l j=l J n=l n!

Pn - 1 gn = gn e-Q
- 1 + C n! n!

The average length ~ of the queue is the mean of the Poisson distribution.

*[t = g

The queue model M I M1001 00 corresponds to a queue model with only one service
station if the arriving customers join the queue with a probability depending on the
queue length . If the rate of arrival an is inversely proportional to the length n + 1
of the queue, one obtains:

an = a I (n + 1) n ~ 0

~n = ~ n > 0

gn= an-1/~=g/n n >O

g = a/~

This queue model possesses the same traffic densities gn as the queue model
M I M 100/ 00. The two queue models therefore have the same stationary distribu­
tion of the queue length.

Example 1 : Client and server

Let several clients be connected to a server in a computer network. The clients ac­
cess the server 20 times per minute on average. Every access involves a request
which on average takes 2.0 seconds to process. The computer configuration cor­
responds to the queue model M I M I 1 100 . From the average number of accesses
and the time required to process a request, the rate of arrival a, the rate of service
~ and the traffic density g are calculated as follows :

rate of arrival a = 20/60 S-l 113 S-l

rate of service ~ 1/2.0s-1 1/2s-1

traffic density g a I ~ 2 I 3
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The stationary queue for the server accesses is geometrically distributed with the

average length ~ :

*Pn gn (1 - g)

g/ (1 - g)

n

(~) ~
2.0

n :::: 0

The waiting time required until a request is processed is called the response time.
It is exponentially distributed with the mean [lw '

fw(t) = (~- a) e-(~ - a)t

[lw = 1 / (~ - a) = 6.0 s

t :::: 0

Queue model with arrival in groups : In the preceding queue models the cus­
tomers are assumed to arrive at the service station one by one. The customers
may, however, also arrive in groups. In the simplest queue model with arrival in
groups, it is assumed that every customer group consists of k customers, that
customer groups arrive at the service station with the rate of arrival a and that each
customer is served with the rate of service ~ . This queueing process is a homo­
geneous Markov process in continuous time t :::: O. It is represented in the following
transition graph for the group size k = 2.

a a a a

~m
-a -(a + ~) -(a + ~) -(a+~) -(a + ~)

a rate of arrival

~ rate of service

Queue model with service in phases : In the preceding queue models it is as­
sumed that customers are served in a single phase . The service may, however,
consist of several phases. In the simplest queue model with service in phases, it
is assumed that the customers arrive at the service station one by one with the rate
of arrival a, that each customer is served in k consecutive service phases and that
each service phase is determined by the rate of service ~ . While the service time
in the preceding queue models is exponentially distributed with the parameter ~,

in the case of service in phases the service time has a gamma distribution with the
parameters k and ~.

The queue model with arrival in groups is equivalent to the service model with ser­
vice in phases. A customer served in k phases corresponds to a group of custom­
ers consisting of k customers. A customer m in the phase 1 :5 j :5 k in the queue
model with service in phases corresponds to a customer n = k(m - 1) + j in the
queue model with arrival in groups.
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Stationary queue : The simple queue model with arrival in groups and an unre­
stricted waiting capacity has a unique equilibrium distribution for a / ~ < 1/ k. It
corresponds to the stationary distribution of the length of the queue. According to
Section 10.5.3.2, the probabilities Pn of the equilibrium distribution satisfy the
following system of linear equations:

- a Po + ~ P1 = 0

- (a + ~) Pn + ~ Pn+1 = 0 0 < n < k

aPn-k -(a+~)Pn + ~Pn+1 = 0 k s n

With g = a /~ , the probabilities Pn may be calculated recursively starting from the

probability Po :
* *P1 = g po

Pn+1 (1 + g) Pn O<n <k

Pn+1 = (1 + g) Pn-g Pn-k k s n

The probability Po is determined by the condition that the sum of the probabilities
Pn for n ~ 0 is one. This leads to the following formula:

Po = 1 - kg

The probability Pj,m is the probability that the j-th customer of the first customer
group is being served and m - 1 customer groups with k customers each are wait ­
ing. It is equal to the probability that the queue has length n = km - j + 1.

* *Pj,m = Pkm-j+1 m = 1,2, ... j = 1, ... ,k

The probability Pm is the probability that m customer groups are waiting or being
served. It is calculated by summing the probabilities Pjm for j = 1, ... ,k. The proba­

bility that no customer group is waiting or being served is Po'
* k *
Pm = ,2: Pj,m

J=1
m = 1,2, ...

The equilibrium distribution of the queue model with service in phases is calculated
like the distribution for the queue model with arrival in groups. The probability Pm
is the probability that the queue has length m.



www.manaraa.com

Stochastics 969

Example 2 : Service in phases

Consider a service model in which each customer is served in k = 3 phases. Let
the rate of service in each phase be ~. The service time for a customer has a gamma
distribution with the density function f3(t) and the average service time 1-t3.

f3(t) = ~ (~~~2 e-~t 1-t3 = 3/~

For comparison, consider a service model in which every customer is served in
one phase with the rate of service ~ / 3. Let the service time be exponentially distrib­
uted with the density function f1(t) and the average service time [11. The rate of ser­
vice is chosen such that the average service times of the two service models coin­
cide .

The probability distributions of the stationary queue are calculated for the two
queue models with a/~ = 0.2. The probabilities Pm for the lengths m of the queue
are compiled in the following table:

m 0 1 2 3 4 5 6 7 8

Pm (k = 3) 0.400 0.291 0.158 0.078 0.038 0.018 0.009 0.004 0.002

Pm (k = 1) 0.400 0.240 0.144 0.086 0.052 0.031 0.019 0.011 0.007

The model with k = 1 corresponds to a queue model M / M / 1 / 00 with the traffic
density Q= a/~ =0.6. In the stationary case , it has a geometric distribution. Both
models yield the same probability that the queue has length m = O. The queue
model with k = 3 phases exhibits higher probabilities for the lengths m = 1,2 than
the other model, and lower probabilities for m ;::3. The average length of the queue
is therefore also shorter than in the other model.

Generalization : Different rates of service for the individual phases are often
considered in practical applications of the queue model with service in phases. In
this case the service time for a customer is the sum of exponentially distributed ser­
vice times for the different phases. Its distribution may be analytically determined
from the conditions for first passage from the beginning of the first phase to the end
of the last phase. The stationary distribution of the queue is determined from the
equilibrium conditions.
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10.5.3.5 Queue systems

Introduction : A queue system is a network of service stations, each with its own
queue . Customers arrive at the various service stations from the outside. After
being served at a service station , they go to another service station or leave the
system with a certain probability. A queue forms at each service station. The
behavior of such a network of service stations is treated as a multidimensional
Markov process . The equilibrium state of a queue system is particularly important
in practical applications. The fundamentals of simple queue systems with expo­
nentially distributed service time are treated in the following .

Queue systems : A queue system consists of k service stations. Customers ar­
rive at the service station i with the rate of arrival u Oi ' After being served at the ser­
vice station i, the customers go to another service station j ~ i with probability Yij

or leave the system with probability YiO ' A queue system , including the outside
world, is represented in a transition graph. A simple example of a queue system
is shown in the following diagram.

...
k l-- -';@)

...

OJ service station

® outside world

k
YiO = 1 - _ Yij

j=l
j " i

Customers arriving at the service station i are served with the rate of service ~i'

Each service station i has its own queue with unrestricted waiting capacity . The
length of this queue at time t is a random variable Xm which takes natural numbers
nj E N. The state of the queue system at time t is described by a random vector X(t)
containing the lengths of the queues at all service stations . The equilibrium state
of the queue system is of particular interest; it corresponds to the limit t -.. 00 •

Rates of arrival and departure : If a queue system is in equilibrium, then on
average as many customers must leave a service station per unit of time as are
arriving there . The rate of departure at a service station is thus equal to the rate
of arrival. The rate of arrival u j at a service station is the sum of the rate uOi with
which customers are arriving from the outside and the rates of arrival uj Yji for the
customers coming from the service stations j ~ i.
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k
a i = aQj + I aj Yjj

j= l
j,o j

1 :5i:5k

971

The sum of the rates aQj with which customers are arriving at the service stations
from the outside is equal to the sum of the rates a j YjOwith which customers are
depart ing from the service stations to leave the system.

k k k k k k
I aOi I (a i - I a j Yji ) = I a j - I a j I Yji
i= l i= l j=l i=l j=l i= l

j ,oj 1,0 J

k k
= I a j - I «, (1 - y,o)

. 1 . J J
1= J=l

k

I a· Yo. 1 J J
J=

The equations which determine the rates of arrival a j are linear ; they are conve­
niently formulated in vector and matrix notation . The rates of arrival a j and aQj are
arranged in the vectors a and ao' The trans ition probabi lities Yij for i ~ j are ar­
ranged in the matrix r .

(I - r T) a = ao a ~ 0

The system of linear equations has unique solutions a j if and only if every service
station can be reached from every other service station (possibly via the outside
world ). In the follow ing, the rates of arriva l a j for all serv ice stations of the queue
system are assumed to be uniquely determined.

Equilibrium distribution : A state of the queue system is described by a state
vector n contain ing the length nj ~ 0 of the queue at each serv ice station 1 :5 i :5k.
If the rate of arr ival a j for each service station is less than the rate of serv ice ~j '

then an equilibrium distribution exists . The probabil ity Pn for the state n of the
queue system in equilibrium is :

Qj = a j / ~ j Q; < 1

* (1 - Qj ) Q~i n j ~ 0Pnl
=

*
k

*Pn = n Pn n ~ O
i=l I

The equilibrium distribution Pn of the queue system is the product of geometric dis­
tributions, each of which corresponds to the equilibrium distribution Pn for a ser­
vice station i with the traffic dens ity Qj accord ing to the queue model M/M / 1 / 00 .
Thus in equilibrium the queue system behaves like k independent queue models
M / M / 1 / 00 for the service stat ions.
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Proof : The matrix G of the queue system contains the transit ion rates for the
transi tions between the follow ing states :

" = ( .n, , ,nj , ••. )

"Qj = ( ,n j + 1 , , n j , ••. )

" iO = ( .n, - 1, ,nj , )

"ij = ( .n, - 1, ,nj + 1, )

The transit ions between the states have the following significance :

The state" changes to the state "Oi if a customer comes to the station i from
the outside. The transition rate is a Qj'

The state" changes to the state " iO if a customer leaves the station i after
being served and departs . The transition rate is YiO ~ i for n i > O.

The state" changes to the state " ij if a customer goes to the station j after
being served at the station i ~ j. The transition rate is Yij ~i for ni > O.

The state " iO changes to the state" if a customer comes to the station i from
the outside. The transition rate is a Qj for ni > O.

The state "Qj changes to the state n if a customer leaves the station i after
being served and departs . The transition rate is YjO ~ i '

The state " ij changes to the state" if a customer goes to the station i after
being served at the station j ~ i. The transit ion rate is Yji ~j for nj > O.

The transitions between the state" and the neighboring states "Oi' " iO' " ij and
the corresponding transition rates may be graphically represented as follows:

1 s I s k gnn 1 s I s k gn niO= YiO~i
0 < ni

a Qj a Oi gn no; = a Qj
" Oi n " iQ

YiO ~i YiO ~i gn nij = Yi j ~i

gnion = a Oi

Yjj ~i Yj i ~j gno;n = YiO~ i

0 < nj 1 s l s k
" ij

1 s j s k j'" i gnijn = Yji ~j

The rate gnn is the negative sum of the trans ition rates of all possible transitions
from the state" to the neighboring states:

k k k
gnn = - I gnno; - I (gnn;o+ I gnni)

i= 1 i=1 j =1
" ;>0 j ;< i
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If the probabilities Pn for all possible states n ;::0 are arranged in the vector pand
the transition rates for all possible transitions between states are arranged in the
matrix G, the equilibrium condition becomes GTP= O. For the state n this yields :

* k * k * k *
gnn Pn + I gno;n Pno; + I (gn,on Pno + I gnqn Pn) = 0

i=1 i = 1 I j = 1 I )

n,>O j ", j

The above theorem for the equilibrium distribution yields the following state proba­
bilities:

Qj a j I ~j

* *PnOi Pn Qj

* Pn IQjPn,o

* Pn Q/QjPn,j

The state probabilities and transition rates are substituted into the equilibrium
condition:

k k k
I (YiO ~j Qj- a Oj) + I (ao J Qj- Yio ~ i + ,I (Yji ~j Qj /Q j -Yjj ~ j )) = 0
i= 1 i= 1 )= 1

n,> O j",j

With the relationships

k
YiO = 1 - I Yjj

j=1
j",j

k k
I a Qj = I a j YjO
i= 1 j=1

k
a i = aQj + I a j Yji

j =1
j ",i

the equilibrium condition becomes

k k k
I (YiOaj-aOj) + I ( aoJQj-~j + I (Y'j aj /Qj ))
j=1 j=1 j=1 )

nl>O j ",j

k k
I (YjOaj- aOj) + I ( aJ Qi-~j)
j =1 j=1

n;>O

k k
I (YjO a j- aOi) + I ( ~j- ~j) 0
i= 1 j= 1

n,>O

Since the equilibrium cond ition is satisfied , the above equilibrium distribution Pn
for the queue system is shown to be correct.
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Example 1 : Serial queue system

Let a queue system with 3 service stations in a serial arrangement be given. On
average, a customers arrive at the service station 1 from the outside per unit of
time. The average service time for a customers at each service station is 1/~.

C r-_1_.0.....I~

1.0

The rates of arrival a j at the service stations are obtained by solving the following
system of linear equations:

a 1 = a

a 2 = a 1

a 3 = a 2

The solution is a 1 = a2 = a3 = a. The rate of service for each service station i is B.
The following equilibrium distribution is obtained in terms of the traffic density
Q= a/~:

Example 2 : Queue system with a branching

Let the illustrated queue system with 4 service stations be given. On average 12
customers arrive at station 1 from the outside per unit of time. After being served
at station 1 they go to stations 2 and 3 with probabilities 0.6 and 0.4, respectively,
and then leave the queue system via station 4.

2 ao
1.0

~
0.6 12.0

a 1 4
1.0 0.0

0.4
1.0 0.0

3
0.0

r

0.0 0.6 0.4 0.0

0.0 0.0 0.0 1.0

0.0 0.0 0.0 1.0

0.0 0.0 0.0 0.0
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The rates of arrival from the outside at all stations are arranged in the vector ao'
The transit ion probabilities from every station to every other station are arranged
in the matrix r. The rates of arrival at all stations for the equilibrium state of the
queue system are arranged in the vector a. They are calculated by solving a sys­
tem of linear equations :

1.0

-0.6 1.0

-0.4 0.0 1.0

0.0 -1 .0 - 1.0 1.0

* a ao

12.0 12.0

7.2 0.0
*

4.8 0.0

12.0 0.0

Let the traffic density for all stations be Q = 0.8. The rates of service for the stations
are determined as follows :

~1 a l / Q 12.0 I 0.8 15.0

~2 a2 / Q 7.2 I 0.8 9.0

~3 a3 / Q 4.8 I 0.8 6.0

~4 a 4 I Q 12.0 I 0.8 15.0

In equilibrium, the stations of the queue system are occupied uniformly, since they
all have the same traffic density. The probability that n l , n2, n3, n4 customers are
at stations 1, 2, 3, 4 is given by
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10.5.4 STATIONARY PROCESSES

10.5.4.1 Introduction

A random process is described by a random function of time. If the random function
has certain time-independent stochastic characteristics, then the random process
is stationary. For many applications it is sufficient to consider the moments of ran­
dom functions. The mean and the variance of a stationary random process defined
on the time domain from - 00 to 00 are constant over time. The states of the station­
ary random process at consecutive times are linearly dependent. This depen­
dence is described by the covariance function or the correlation function . The basic
definitions for stationary random processes rely on probability theory for random
vectors; they are treated in Section 10.5.4.2.

The time domain of a stationary random process may be discrete or continuous.
Accordingly, discrete and continuous processes are distinguished. They are re­
lated by an approximation. The uncorrelated process, the averaging process and
the regression process are typical stationary random processes. The harmonic
process is a particularly important process in continuous time. These processes
are treated in Sections 10.5.4.3 and 10.5.4.4.

10.5.4.2 Probability distributions and moments

Introduction : A random process X(t) is said to be stationary if certain stochastic
properties are independent of the time t. The condit ions for stationary processes
are formulated on the basis of probability distribut ions and moments. Probability
theory for random vectors with several random variables is applied by considering
the random process at different points in time. The basic definitions of stationary
random processes with respect to their distribution functions and moments are
treated in the following.

Distribution functions : A random process is described by a random function
X(t), which takes real values as a function of the time t. For a given time t, the quan­
tity X(t) is a random variable with a one-dimensional distribution function F(x; t).
A random process is stationary of order 1 if the one-dimensional distribution func­
tion is invariant with respect to a time shift to' An equivalent property is that the
one-dimensional distributions are the same at all time points.

F(x;t) = F(x;t+ to)
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For two given time points t1 and t2 the quantities X(t 1) , X(t 2) are random variables
with a common two-dimensional distribution function F(x 1, x2 ; t1, t2 ) . A random
process is stationary of order 2 if every two-dimensional distribution function is
invariant with respect to a time shift to. An equivalent property is that every two­
dimensional distribution depends only on the time difference t = t2 - t1.

F(x 1, x2 ; t1, t2) = F(x 1, x2 ; t, + to' t2 + to)

If a random process is stationary of order 2, then it is also stationary of order 1, since
every one-dimensional distribution is a marginal distribution of a two-dimensional
distribution, and hence also has the stationary property. In general form, stationary
processes of order n may be defined by n-dimensional distributions which are in­
variant with respect to a time shift. However, for many practical applications it suf­
fices to consider stationary processes of second order.

Moments : The stationary properties of a second-order process X(t) lead to the
stationary properties of its first and second moments. For a given time t, the mean
of the random variable X(t) is given by its first moment E(X(t)). This moment is
invariant with respect to a time shift to and is therefore constant.

E(X(t)) = E(X(t+ to)) = f.lx

For two given time points t, and t2 the random variables X(t 1) , X(t2) possess the
second central moment D(X(t1) X(t2)) with respect to their means. This moment
is the variance for t1 = t2 and the covariance for t1 ~ t2 . It is invariant with respect
to a time shift to' Equivalently, the variance is constant and the covariance de­
pends only on the time difference t = t2 - t1"

D(X(t1) X(t 1) ) = D(X(t1 + to) X(t 1 + to)) = (J~

D(X(t1) X(t2) ) = D(X(t1 +to) X(t2+tO)) = Yx(t ) t = t2-t1

D(X(t2) X(t 1) ) = D(X(t2+to) X(t1+tO)) = Yx(-t) r = t2 - t1

The second central moments are arranged in a covariance matrix Vx' which is
invariant with respect to a time shift and depends only on the time difference r =

t2 - t1·

Vx (t)
0 2 yx (t )x

yx (- t ) 0 2
x
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Covariance function : The function y x(-r) for the second central moment of the

random variables X(t) and X(t +r) is called the covariance function. For L = 0 it is

equal to the variance o~ > O.

yx(O) = o~ > 0

The covariance matrix for two random variables is symmetric. The covariance

function for stationary processes is therefore also symmetric.

YX(L) = YX(- L)

The covariance matrix for two random variables is pos itive sem idefinite. Its deter­

minant is non-negative . This implies the following inequality :

Y~(L) :5 o~

Correlation function : The function YX(L) / Yx(O) is called the correlation func­

tion and is designated by QX(L). It is a measure of the linear dependence of the

random variable X(t +L) on the random variable X(t) and only takes values in the

range from -1 to + 1. The properties of the covariance function imply the following

properties of the correlation function:

QX(L) = YX(L) / Yx(O)

Qx(O) = 1

QX(L) = Qx( - L)

Q~ (L) :5 1

Gaussian process : A stationary process X(t) whose random variables X(t1) , .. . ,

X(tn) at different times t1,... , tn have a multinormal distribution is called a Gaussian

process. The multinormal distribution is completely described by the means f-lx(tj ) ,

the variances o~(tj) and the covariances Yx(tj , t k ) for j, k = 1,...,n. A Gaussian
process is said to be strongly stationary if its mu ltinormal distribution is invariant

with respect to a time shift. Th is is the case if and only if the means f-lx(tj ) and the

variances o~(tj) are constant and the covariances y x(tj , tk ) depend only on the
time difference L = tk - tj . A strongly stationary Gaussian process is therefore

completely described by the mean f-lx, the variance o~ and the correlation function

QX(L).
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Ergodic process : A stationary process X(t) is said to be ergodic if the moments
may be determined from a single realization x(t) of the process. For stationary pro­
cesses in the continuous time domain - 00 :5 t s 00 , the mean [.1x and the covari­
ance function yx(-c) are calculated by integrating over time:

T

[.1x ~~oo 2\ I x(t) dt
- T

T

yx(t ) = ~~oo 2\ I (x(t) - [.1x) (x(t + r) - [.1x) dt
- T

The ergodicity of a stationary process is derived from the properties of the applica­
tion or from statistical considerations. Often ergodicity is assumed if the absolute
value of the correlation function Qx(t) decays sufficiently rapidly with increasing
t>O.

10.5.4.3 Stationary processes in discrete time

Introduction : A random process in discrete time is a sequence of random vari­
ables X(t n) at equidistant times tn. Without loss of generality, the time points are
assumed to be integers . The simplest stationary process is an uncorrelated pro­
cess, for which the random variables X(t n) at different times tn are stochastically
independent. This process forms the basis for the construction of further pro­
cesses. The averaging process and the regression processes of first and second
order are typical examples. The rules of construction of these stationary processes
are of fundamental importance for the computer-aided simulation of processes.
The mean and the variance as well as the covariance function and the correlation
function of the stationary process may be determined from the rule of construction.

Rules of calculation for moments : The rules of construction for stationary pro­
cesses can often be reduced to linear combinations of random variables Zj :

X = I ak z, Y = I b. z.
k j J J

If the moments of the random variables Zj are known, then the moments of the
random variables X, Y may be obtained from them. Using the rules for linear com­
binations of random vectors in Section 10.4.4, the means are determined as first
moments and the variances and covariances are determined as second central
moments:
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D(XY)

E(2 ak Zk)
k

DCt t ak aj z, Zj )

Dq: t ak bj z, Zj)
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2 akE(Zk)k

t t ak aj D(z, Zj )

t t ak bj D(Zk Zj)

In the following these rules of calculation are used to determine the mean, the vari­
ance and the covariance function of stationary processes.

Uncorrelated process : Let a sequence of random variables Z(tn) in the integer
time domain -00 < tn < 00 be given. Let the random variables be stochastically
independent, and let them have identical distributions with the mean Ilz = 0 and
the variance a~ . A realization of such a stationary process for a uniform distribution
on the range -1 $ z $ 1 is shown below:

z

-1f----- --- - --- - - - -

The first and second moments are given by :

Ilz E(Z(tn)) 0

a~ = D(Z2(tn)) = Yz(O)

Yi't) = D{Z(tn) Z(tn +,» = 0 for r ~ 0

Due to the stochastic independence of the random variables Z{tn), the covariance
function Yz('t) and the correlation function Qz(t) are zero for t ~ O. Thus the
stationary process is uncorrelated.

Qz('t) = Yz{'t) / Yz(O)

Qz(O) = 1

Qz('t) = 0 for 't~O

Averaging process : In an averaging process, the random variable X(t n) is
formed by averaging over r + 1 random variables Z(t n_r ) to Z(tn) of a stationary
uncorrelated process with mean O.

cj = 1 / (r + 1)
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A realization of the averaging process X{tn } with r = 3 for the process Z{tn} illus­
trated above is shown below:

x

0.51----------- ----- - -

-o.5f--- - --- - - - - - - - - -

Since the mean of the process Z{tn} is zero, the mean of the process X{tn} is also

zero.

r r
L c, E{Z{t _.)) = L c. !tz = 0

j=o J n J j=o J

The covariance function is calculated as the second central moment for -c ~ 0 :

r r

L L cj ck yz{-c - k + j)
j=O k =O

The covariance function yz{-c} of the process Z{tn } is equal to the variance (J~ for
t = 0 and zero for -c;c O. This yields :

Yx(-c) = (J~ ±Ck _~ ck = (J~ rt 1 )2-c
k =~ r + 1

The variance (J~ is the value of the covariance function for t = 0 :

(J~ = Yx{O) = (J~ / {r + 1}

The correlation function is obtained from the covariance function :

Yx{-c} / Yx{O}

1- 1-c 1/{r+1}

o

Qx{-c} = Qx(--c}

for os [r ]:5 r + 1

for l-c l~ r + 1

The averaging process X{ tn} is a stationary process with mean 0 and variance (J~.

Its correlation function decays linearly from 1 to 0 for 0 :5 l-c I :5 r + 1.
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for lal < 1 and T 2: 0

Regression process of first order : In a regression process of first order, the
random variable X(t n) depends linearly on the random variable X(tn_ 1) .

X(tn) = aX(tn_ 1) +Z(tn)

The additive term Z(tn) is a stationary uncorrelated process with mean O. A realiza­
tion of the regression process of first order with a = 0.5 for the process Z(tn) illus­
trated above is shown below:

x

-1 1--- -------jH---- --

The random variable X(tn) is reduced to a linear combination of the random vari­

ables Z(tn-i) for j 2: 0 by recursive substitution.

oc

X(tn) = I aiZ(tn _ i )
j=O

Since the mean of the process Z(tn) is zero , the mean of the process X(tn) is also
zero . The covariance function is calculated as a second central moment torr 2: 0 :

cc oc

D (X(tn) X(tn+t)) = .I I ai+k D (Z(tn- i ) Z(tn +t_k))
J=O k=O

YX(T) = I I ai+k Yz (T - k + j)
i=O k=O

The covariance function YX(T) of the process Z(tn) is equal to the variance o~ for
T= aand is zero for T~ O. The summation formula for a geometric series yields :

OC t

Y (T) = 0 2 " a 2j + t = 0 2 _ a_x z ,L Z 1 _ a2
J=O

The variance o~ is the value of the covariance function for T= 0 :

o~ = Yx(O) = o~ / (1 - a2
)

The correlation function is obtained from the covariance function:

QX(T) = Qx(-T)

lal < 1
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For lal < 1, the regression process of first order is a stationary process with mean
oand variance o~ . The absolute value of its correlation function decays geometri­
cally from 1 to 0 for 1.1 ~ O. The correlation function alternates for a < O.

The correlation function may also be determined directly using the recursive rule
for the random variable X(t n). The rule is multiplied by X(tn_t) for. > O. The se­
cond central moment is formed under the assumption that the process X(tn) is sta­
tionary.

D (X(tn_t) X(t n)) = aD (X(tn_t) X(tn_1)) + D (X(tn_t) Z(t n))

The moment D(X(tn_t) X(tn)) is the covariance function Yx(.)' The moment
D (X(tn-t) X(tn_1)) is the covariance function Yx(. -1). The moment D(X(tn_t)
Z(t n)) is zero, since X(tn-t) is independent of Z(tn). Dividing by Yx(O) yields the
following recursion formula for the correlation function:

for • > 0

Since Qx(O) = 1, the solution of this recursive equation is the geometric sequence
at for. ~ 0 :

for • ~ 0

Regression process of second order : In a regression process of second or­
der, the random variable X(t n) depends linearly on the random variables X(tn-1)
and X(t n_2) :

X(t n) = a X(tn_1) + ~ X(t n- 2) + Z(t n)

The additive term Z(t n) is a stationary uncorrelated process with mean O. As for
the regression process of first order, the mean !tx of the process X(tn) is zero. To
determine the correlation function, the recursion formula for X(t n) is multiplied by
X(tn_t) for. ~ O. The second central moment is formed under the assumption that
the process is stationary.

D (X(tn_t) X(t n)) aD (X(tn-t) X(t n_1)) + ~ D (X(tn_t) X(t n_2))

+ D (X(tn-t) Z(tn))

The moment D(X(tn_t) X(t n)) is the covariance function Yx(.)' The moment
D (X(tn-t) X(tn_j ) ) is the covariance function Yx(. - j). The moment D (X(tn_t)
Z(tn)) is zero, since X(tn_t) is independent of Z(tn). The equation for the central
moments is divided by Yx(O) to obtain the following recursion formula for the cor­
relation function for. > 1 :

.>1 (1 )



www.manaraa.com

984 10.5.4 Random Processes : Stationary Processes

For 1: = 1, the symmetry condition Qx(1:) = Qx(-1:) implies :

Qx(1) = a Qx(O) + ~ Qx(1)

For 1: = 0, the correlation function is 1 :

(2)

(3)

The equations for the correlation function have the form of an initial value problem.

Equation (1) is a linear difference equation of second order. Equations (2) and (3)
specify the initial values.

SUbstituting the trial function Qx(1:) = c "tinto the difference equation yields a qua­

dratic equation for " with the solutions "1 and "2 :
,,2_ a ,,_ p = 0 "12= g ± ja2 +~

. 2 4

For "1 ~ " 2' the linear combination c1 ,,~ + C2 "~ is a solution of the difference
equation. The constants c 1 and c2 are determined such that the initial conditions
for 1: =0 and 1: = 1 are satisfied. This yields the following solution of the initial value

problem for 1: ~ 0 :

( )_ "2- a , r a - "1 , t
Qx 1: - " < ); /\'1 + " < ). /\'2

2 1 2 1

a
a= --

1 - P

The regression process of second order is stationary if the absolute values of "1
and "2are less than 1. The cases in which "1and "2are conjugate complex num­
bers are especially important. In these cases, the correlation function corresponds

to a harmonic oscillation . The following diagram shows typ ical examples; the ind i­
vidual values of the correlation function are joined by line segments.

Q ...

o f-------\--'<-----I

- 1

A: a = 1.75 ~ =-1.0 B: a = 1.75 P=-0.9
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Random oscillations : A regression process of second order describes station­
ary random oscillations of a one-mass oscillator in discrete time subjected to im­
pulses. The displacements x(t) of an oscillator with the angular eigenfrequency 0)
and the damping constant 6 under the load p(t) are described by the following lin­
ear differential equation in continuous time:

x(t) + 260) x(t) + 0)2 x(t) = p(t)

In discrete time with equidistant time points tn at a distance ~t = 1 from each other,
the differential equation is approximated by a difference equation. For t = tn_ l one
obtains :

x(tn) - 2 x(tn-1 ) + x(tn_2) + 6 0) (x (t n) - x(tn_2)) + 0)2 X(tn-1) = p(tn-1 )

The difference equation is solved for X(tn) :

( ) _ 2 - 0)2 ( ) _ 1 - 60) ( ) 1 ( )
x tn - 1 + 60) x tn- 1 1 + 60)x tn-2 + 1 + 60) P tn- 1

The displacement x(t n) is a realization of the random variable X(t n) at time tn' The
load p(tn-1 ) first takes effect at time tn ' so that the load term p(tn-1 ) / (1 + 60))
is considered as a realization of the random variable Z(tn)' The following regres­
sion process of second order is obtained:

X(t n) = aX(tn_1) + ~X(tn_2)+Z(tn)

a = (2 - 0)2) / (1 +60))

~ = -(1-60))/(1 +60))

For an undamped oscillation, 6 = O. Then ~ = - 1 and a = 2 - 0)2. The correlation
function g('t) for T ~ 0 corresponds to an oscillation of the one-mass oscillator
without load with the initial displacement g(O) = 1 and the initial velocity g(O) = O.
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10.5.4.4 Stationary processes in continuous time

Introduction : The stationary random processes in discrete time may be trans­
ferred to continuous time . The process X(t) is considered at equidistant times t at
a distance ~t -+ afrom each other. In analogy with the case of discrete time, the
uncorrelated process and the averag ing and regression processes derived from
it are treated . Harmonic processes, which exhibit a sinusoidal time dependence,
require a different approach . In engineering, harmon ic processes are particularly
important for describing random oscillations.

Uncorrelated process : Let a sequence of random rectangular impulses Z(t)~t

of finite intensity in consecutive infinitesimal time intervals ~t -+0 of the continuous
time domain -00 < t < 00 be given. Let the impulses be stochastically indepen­
dent, and let them have identical distributions with the mean !lz = O. A realization
of such a stationary process can only be achieved approximately by replacing the
infinitesimal time intervals by small finite intervals. A typical example for uniformly
distributed impulses is shown below:

1
Jl J ~

4 _ li t

r

lr

By virtue of the independence of the impulses at different time , the covariance
function yz (r) is zero for .;Z! O.lt is mathematically formulated using the delta func­
tion :

0(.) a for .;z! a
co

J 0(.) d. = 1
- co

This stationary process is uncorrelated. In mathematics it is sometimes called a
delta-correlated process; in physics it is referred to as "white noise".
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Averaging process : In the averaging process, the random variable Y(t, T) is
formed by averaging a stationary uncorrelated process with mean 0 over the time
interval from t - T to t :

T

Y(t,T) = +f Z(t-s)ds
o

The mean Ily of the averaging process is zero, since the mean Ilz of the stationary
uncorrelated process is zero. The covariance function Yy (-t) is calculated as a
second moment:

Yy(t, T) = D (Y(t,T) Y(t +T,T))
T T +T

~2 f f D (Z(t - s) Z (t - r)) ds dr
o T

O:5T:5T

T T+ T

Yy (T,T) = ~2f f Yz(r-s)dsdr
o T

The correlation function Yz(r - s) = (J~ 6(r - s) is non-zero only for r = s. With the
integration rules for delta functions one obtains :

T
J..- f (J2 ds = (J2 T - T
T2 Z Z ---,=2

T

Yy (T,T) = 0 T~T

For T= 0 this yields the variance (J~ (T), which is inversely proportional to T :

(J~ (T) = (J~ / T

The correlation function Qy(T, T) is determined from the covariance function :

Qy(T,T) = Yx (T,T) / Yy (O,T)

Qy(T,T) = 1 - ITI/T

Qy(T,T) = 0

Qy(T, T) = Qy(-T, T)

ITI :5 T

ITI ~ T

Like the averaging process in discrete time, the averaging process in continuous
time is a stationary process with a linearly decaying correlation function.
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Regression process of first order : In the regression process of first order, the
random variable X(t) depends linearly on the random variable X(t - i1t) for i1t-+O :

X(t) = (1 - a i1t) X(t - i1t) + i1t Y(t, i1t)

The quantity a is the regression parameter. The random variable Y(t, i1t) is the av­
erage of a stationary uncorrelated process in the interval i1t. Ithas the mean !-ty = 0
and the variance o~ (i1t) = o~ / i1t. In the following, the moments of the process X(t)
are determined in the limit i1t-+O under the assumption that the process is station­
ary. The mean !-tx is zero, since with a ~ 0 the first moments are given by

E(X(t)) = (1 - a i1t) E(X(t - i1t)) + i1t E(Y(t, i1t))

!-tx = (1 - a i1t) !-tx + i1t !-ty

!-tx = !-ty / a = 0

The random variable X(t) is a linear combination of the random variables X(t - i1t)
and Y(t - At), which are independent. The rules for calculating the variances of lin­
ear combinations of independent random variables yield

o~ = (1 - a i1t)2 o~ + i1t2 o~ (i1t)

0 2 i1t2 o~ (i1t) o~

x 1 - (1-a i1t)2 2a - a2 i1t

0 2 0 2 /2a for i1t-+Ox z
The covariance function yx('t) fort > 0 is determined as a second central moment:

D(X(t - t) X(t)) = (1 - a i1t) D(X(t - r) X(t - ~t)) + ~t D(X(t -t) Y(t, ~t))

Since the random variables X(t - r) and Y(t, i1t) are independent, their covariance
is zero. This implies :

yx(t) = (1-ai1t) yx (t - i1t)

yx(t ) - ~~(t-i1t) + a yx(t - i1t) = 0

In the limit i1t-+Oone obtains a first order linear differential equation for the covari­
ance function with the following solution :

Yx(t) + a yx(t ) = 0

yx(t ) = Yx(O) e-aT = o~ e-aT r ~ 0

The correlation function is determined from the covariance function :

Qx(t) = yx (t ) / Yx(O) Qx(t) = Qx(-t)

Qx (t) = e-a ITI

The regression process of first order is stationary for a > O. Its correlation function
decays exponentially.
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Simple harmonic process : In a simple harmonic random process, the random

function X(t) is a harmonic oscillation with a given frequency 00, a random amplitude
A and a random phase shift <1>.

X(t) = A cosnot + <1»

The amplitude A is described by a density function fA(a) with the mean IlA and the
variance o~. The phase shift <1> is described by a uniform distribution f",(<j» =
1/(2rr) in the range -rr :::; <j> :::; rr. The amplitude A and the phase shift <1> are inde­
pendent, so that the common density function is the product fA(a) f",(<j» . The mo­
ments of the random variable X(t) are obtained from the density functions using

the rules for deterministic dependence. The mean Ilx is zero.

It ao

Ilx E(X(t)) = f f a coskot + <j» fA (a) f",(<j» da d<j>
-rr - 00

Ilx

ao It

f a fA (a) da f 2~ cos(oot+ <j» d<j> = IlA· 0
- 00 -J"[

o

The covariance function yx(t) is obtained as a central moment:

yx(t) D(X(t) X(t +t))

It ao

yx(t) f f a2 cos(oot + <j» cos(oo(t +t) + <j» fA(a) f",(<j» da d<j>
-Jt - 00

ao It

yx(t) f a2f
A(a)da f 2~COS(oot+<j»COS(oo(t+t)+<j»d<j>

- 00 -Jt

It

yx(t) = E(A2
) I 2~ cosuot + <j» cos(oo(t +t) + <j» d<jJ

-It

With the theorems of trigonometry and the second moment E(A2) = o~ + Il~ this
becomes:

yx(t) = ~(o~+Il~)COSoot

The variance o~ and the correlation function Qx(t) are obtained from the covari­

ance function yx(t) :

o~ Yx(O) = (o~ + Il~) / 2

Qx(t) = yx(t) /Yx(O) = cos ui t

The harmonic process is a typical example of a stationary non-ergodic process.
A realization x(t) of the process does not allow the probability distribution fA(a) for
the amplitude A to be inferred. The correlation function of the process is periodic.
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In contrast to the stationary processes in continuous time treated above, this pro­
cess has a further special property. The amplitude a and the phase angle <I> may
be determined from two suitable samples x( t1 ) and x( t2 ) of a realization x(t). If a
and <I> are known the realization can be determined in the entire range - 00 =5 t =5 00 .

General harmonic process : In a general harmonic random process, several
harmonic oscillations with different given frequencies wj , random amplitudes Aj
and random phase shifts <P j are superimposed :

X(t)
n

= I A cos( w· t + <p. )
j = l J J J

If the amplitudes Aj and the phase shifts <P j are independent and the phase shifts

are uniformly distributed, the mean [tx and the correlation function yx(r) are given
by:

[tx a

The values S( Wj) are called the spectral values of the general harmonic process.
The discrete function S( wj ) in the frequency space a< wj < 00 is called a discrete
spectral function . The general harmonic process with discrete frequencies forms
the basis for a spectral analysis of stationary processes in the frequency domain.
Although spectral analysis is important in the context of random oscillations, a
detailed account is beyond the scope of the present treatment.
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- proper reflection, 695
- rotation, 699
- size, 391
- specification, 775
- system, 752
- transformation, 390, 692, 697, 731
-, canonical, 96, 675, 676
-, contragredient, 675
-, contravariant, 675, 781
-, covariant, 675, 781
-, discrete, 174
-, dual, 675
-, equivalent, 169
-, global, 671, 768
- , local, 671, 775
-, metric, 173
-, natural, 174
-, orthogonal, 675
-, orthonormal, 675, 686, 689
-, principal, 743
- , reciprocal, 675

basis vector, 675
-, dual, 683

Bernoulli distribution, 878

Bernoulli process, 923

Betti number, 488

bijection, 46

bilinear form, 123, 734

binomial distribution, 879
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block, 572
- decomposition, 572
- relationships, 572
body, 323

bound
- , greatest lower, 140
-, least upper, 140
- , lower, 140
-, upper, 139

boundary, 181, 196

boundary point, 179, 195

breadth-first search, 581

bridge, 569, 620

C
capacity, 653

cardinality, 51, 158
- cartesian product, 159
- set of real numbers, 159
Cauchy test, 241

Cauchy's Theorem, 466
Cayley's Theorem, 374, 419

Cayley-Hamilton Theorem, 758

center, 456
- properties, 458
central limit theorem, 894

central series, 455, 473

chain, 133

character set, 586
character string, 2, 586
characteristic polynomial, 735
characteristic value
- random variable, 866
Chinese remainder theorem, 400

chord, 552, 576
Christoffel symbols, 671, 781, 783, 784,
785
circulation, 665

class
- of conjugate elements, 343
- of conjugate subsets, 343

class equation, 459

class of states, 932, 933
-, aperiodic, 933, 939
-, final, 932, 935, 939
- , periodic, 933, 939
- , transient, 932, 935, 939

class structure, 342

closure, 42, 196, 512
- of a path set matrix, 590
- ot a set, 181
- of a weight matrix, 596
- of an element, 623

Index

- , linear, 89
- , reflexive, 512
-, reflexive transitive, 42, 514
- , reflexive symmetric transitive, 42, 514
- , symmetric, 42, 512
- , transitive, 42, 513

codomain, 38

coefficient
-, metric, 682

combination, 844

combinatorics, 843

commutator, 461

commutator group, 456, 461, 474
- properties, 461

commutator table, 454

compactification, 273

compactness, 162, 260

comparability, 133, 134

comparison tests, 244

compatibility, 500

complement, 78
- of a relation, 498
- of a set, 35

Completeness Theorem, 30

complex plane, 304

component, 212, 674

component sequence, 228

composition
- of linear mappings, 106
- of mappings, 47
- of relations, 40, 499

composition series, 455, 479
- properties, 479
-, similar, 479

condition
- , necessary, 29
-, sufficient, 29

conjugacy class, 352

conjugate, 354

conjugation, 343
- cycle form, 428

conjunction, 6
-, general, 14

connectability
- of points, 214
- of vertices, 567

connected class, 548, 567

connected component, 548
- , simply, 567, 620
- , simply cyclically, 570
-, strongly, 549, 620
-, weakly, 549
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connectedness, 162, 207
- relation, 547, 567
- , elementary cyclic, 572
- , multiple edge-disjoint, 561, 573
- , multiple vertex-disjoint, 562, 573
- , quasi-strong, 580
- , simple, 567
- , simple cyclic, 570
- , strong, 546, 932
- , unilateral, 546
- , weak, 546

conservation law
- flow, 647

construction
- of a basis, 89
- of a disconnection, 204
- of a dual basis, 687
- of a topology, 170
- of an orthonormal basis, 686

contact point, 179

continuation, 50

continuity, 162, 279
- of a function, 280
- , uniform, 281

continuum, 260
contracted product, 724
- of tensors of rank 1, 713
- , general, 714

contraction, 715

contradiction, 12

control volume, 829

convergence, 162, 234
- in metric spaces, 228
- of a filter basis, 255
- of monotonic real sequences, 232
- of nets, 250
-, improper, 231
-, uniform, 282
convergence tests, 241
convolution integral, 873
coordinate system, 766, 806
- , cartesian, 767
- , cylindrical, 779
- , global, 768, 796
- , local, 775
- , spherical, 780

coordinate(s), 96, 679
- axis, 768, 778
- grid, 769, 778
- line, 768, 778
- of a permutation tensor, 716
- of a tensor, 707
- of a vector, 679
- relationships, 680
- set, 753
- system, 766, 806

- transformation, 777
- tuple, 752
- , cartesian, 815
- , contravariant, 679, 708, 767, 770
- , covariant, 679, 708, 767, 770
- , curvilinear, 671, 764, 775
- , cylindrical, 795, 815
- , dual, 683, 731, 732
- , global, 764
- , local, 776
- , mixed, 708
- , rectilinear, 671, 768
-, spherical, 817
correlation, 914
correlation function, 978
coset, 342
- , left, 344
- , right, 345
cost, 662
-, minimal, 662, 667
countability, 54
- , global, 176
- , local, 176
covariance, 912
covariance function, 978
covering, 259
-, finite, 259
-, infinite, 259
- , open, 259
covering operation, 324
cross product, 726
curl, 812, 819
cut, 651, 656
- capacity, 656
- flow, 651, 656
- , minimal, 660
cycle, 542
- , augmenting, 657
-, cost-preserving, 662
- , cost-raising, 662
- , cost-reducing, 662
- , diminishing, 657
- , elementary, 544
- , Eulerian, 544, 620
- , Hamiltonian, 545, 620
- , preserving, 657, 662
- , simple, 544
cycle edge, 569
cycle(s), 422, 423, 565
- canonical decomposition into, 425
- inverse, 423
- length, 423
- products of, 426
- , elementary, 566
- , Eulerian, 565
- , Hamiltonian, 566
- , simple, 565
- , trivial, 565
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cyclic group(s), 330
- decomposability, 483
- direct sums of, 406
- properties of, 330

D
decomposition
- into connected components, 548, 567, 570
- into cycles, 425, 446
- into proper blocks, 572
- into transpositions, 431
- of a graph, 548, 567, 570
- of a permutation, 425, 446
- of abelian groups, 313, 411, 482, 484
- of abelian p-groups, 485
- of cyclic groups, 483
- of scaled abelian groups, 415
- of torsion groups, 485
- of torsion-free groups, 486
-, deviatorial, 749
-, polar, 746, 749
-, spectral, 937
-, unique, 313, 482

defect, 100

definition, 3
-, explicit, 3
-, implicit, 4
-, recursive, 4

density function, 862, 869, 872, 909, 916

dependence
- , functional, 858, 906
- , linear, 914, 917

depth-first search, 581

derivative, 456
- of a scalar field, 807
- of the e-tensor, 793
- rules of calculation, 793
- transformation, 772
- , covariant, 764, 788, 790, 791
-, dual partial, 771
- , partial, 771, 781
- , second, 783, 794

derived series, 455, 474

descendant, 541, 564

determinant, 123
- of a basis, 700
- representation, 717
-, functional, 776

deviator, 749

diagram
-, arrow, 44
- , commutative, 47
- , graph, 497
- , grid, 497
-, relational, 39, 497
-, set, 34

Index

difference, 34
- of sets, 34
-, symmetric, 34

differential operator, 820

digraph, 518

dimension, 94

directional derivative
- maximal value, 808
- of a scalar field, 808
- of a vector field, 808
- stationary values, 809

Dirichlet problem, 827

disconnection, 162, 201

discontinuity
- of a function, 281

disjunction, 6
-, general, 14

displacement
- along the real axis, 368
- , affine, 323
-, congruent, 323
-, covering, 323
- , similar, 323
-, trivial, 323

distance, 797

distribution
-, binomial, 879
- , conditional, 910
- , continuous, 859, 887, 906
- , discrete, 859, 878, 906
- , equilibrium, 929, 952, 963, 971
- , exponential, 864, 867, 900
- , gamma, 887
- , geometric, 883
-, limit, 928, 952
-, logarithmic normal, 895
-, marginal, 910
-, maximum, 898
- , minimum, 905
-, multinomial, 918
-, multinormal, 920
-, normal, 890
-, Pascal, 881
- , probability, 858, 860, 906, 907
-, uniform, 863, 866
- , Weibull, 900

distribution function, 861, 868, 872, 908,
916, 976

distributivity, 69, 76

div, 812

divergence, 812, 819

divisor, 287
-, greatest common, 291, 334, 335
-, zero, 69
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domain, 56
- of a mapping, 44
- of a relation, 38
- of numbers, 74
- of relations, 66
- of sets, 66
- , additive, 69, 73
- , dual, 76
- , multiplicative, 69, 73
duality, 675
dya, 814
dyad, 703, 731
- basis of invariants, 761
- components, 745
- eigenmatrix, 742
- eigenstates, 737, 741
- eigenvalues, 736
- eigenvectors, 736
- inner products, 733
- inverse, 740
- powers, 756
- properties, 739
- scalar products, 734
- trace, 748
-, antisymmetric, 744
- , definite, 741
- , regular, 703, 740
- , semidefinite, 741
- , singular, 740
- , spherical, 748
- , symmetric, 741, 744
- , unit, 703, 739
- , unitary, 703, 739
- , zero, 703, 739
dyadic product, 113

E
a-ba ll, 173
a-tensor, 716
edge, 489
- label, 586, 587, 619
- , basic, 552, 576, 620
- , cycle, 569
- , parallel, 531
- , partial, 530
- , separating, 552
edge adjacency, 532
edge cut, 553, 556
edge graph
-, directed, 531
- , simple, 532, 535
edge sequence, 541, 564
eigenmatrix, 743
eigenstate, - , complex, 737
eigenvalue, 735
eigenvalue problem
- for stochastic matrices, 936

995

eigenvector, 735
- orthogonality, 742
- scaling, 742
element
- multiples, 333
- order, 340, 383
- powers, 61, 330, 623
- transform, 352
- , comparable, 133, 134
- , conjugate, 352, 453
- , extreme, 138
- , generating, 330, 335
- , greatest, 139, 622
- , idempotent, 61, 623
-, identity, 60, 69, 76, 314
-, inverse, 60, 315
- , least, 138, 622
- , maximal, 138
-, minimal, 138
- , nilpotent, 61, 623
-, self-inverse, 61
- , subunitary, 622
- , superunitary, 622
- , unit, 69, 590, 594
- , zero, 69, 590, 594
elimination, 630
elimination method
- Gaussian, 631
- , simplified, 633
ellipse, 839
end vertex, 518
equilibrium distribution, 929, 952, 963, 971
equipotency, 51
equivalence, 6
- of bases, 171
- , logical, 14, 23
- , topological, 185
equivalence class, 41
- partition, 41
equivalence relation, 41
euclidean algorithm, 335
evaluation, 1
event, 846
-, certain, 846
- , complementary, 846
- , impossible, 846
- , incompatible, 847
existential quantifier, 21, 31
exponential distribution, 864, 867, 900
expression
- of predicate logic, 22
- of propositional logic, 11
- , consistent, 12, 23
- , inconsistent, 12, 23
- , logically valid, 12, 23
exterior, 196
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F
family
- of elements, 33
- of sets, 33

Fermat
- lesser theorem, 346

fiber, 44

field, 72
- , commutative, 72
- , tensor, 671, 764, 770, 806

field operation, 806, 814

filter, 255, 256
-, convergent, 257

filter basis, 255
- comparison, 256
- , convergent, 255
-, divergent, 255, 257

final incidence, 530

final segment, 249

first passage, 940, 954

fixed point, 151
- of a permutation, 422

flow, 647
- , admissible, 650
-, elementary, 649, 654
-, maximal, 658, 660, 662, 667
- , restricted, 653
-, unrestricted, 649
-, zero, 649, 654

flow increment, 654
- , elementary, 655

forest, 578
- of rooted trees, 581

form
-, bilinear, 123, 734
- , canonical normal, 15
- , conjunctive normal, 15, 24
-, disjunctive normal, 15, 24
-, prenex normal, 24
- , quadratic, 123, 734

formalization, 1

formula
- of predicate logic, 20
- of propositional logic, 11

forward substitution, 630, 642

four-group
- , cyclic, 385
-, Klein's, 386, 484

fraction
-, b-adic, 301

frequency
-, relative, 848

frontier point, 179

function, 50
- of a random vector, 916
- of one random variable, 868
- of several random variables, 872
- types, 276
-, bounded, 276
- , constructed, 277
- , continuous, 280
- , discontinuous, 281
-, harmonic, 827
- , identical, 276
- , polynomial, 276
-, rational, 276
- , real, 276
functional determinant, 776

G
gamma distribution, 887
Gauss'Theorem, 831
Gaussian elimination, 631
Gaussian process, 978
generating set, 167, 327
- of a vector space, 89
- of an integer group, 333
-, free, 328
- , minimal, 392
generator
- of a Markov process, 950
geometric distribution, 883
grad, 811
gradient, 819
- of a scalar field, 810
- of a vector field, 814
graph, 489
- without loops, 518
-, acyclic, 543
-, acyclic rooted, 580
- , anticyclic, 543
- , antireflexive, 518
-, antisymmetric, 518
- , associated, 525, 531, 535
-, asymmetric, 518
- , basic, 552, 577
-, bipartite, 524
-, complementary, 519
-, complete, 518
-, cyclic, 543
- , directed, 518
- , directed acyclic, 574
- , dual, 519
- , empty, 518
-, induced, 521
-, null, 518
-, partial, 519
- , reduced, 548
-, residual, 653
-, rooted, 580
-, simple, 519, 619
-, simple acyclic, 570, 578

Index
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- , simple cyclic, 570
-, symmetric, 518, 619
-, undirected, 519
graph diagram, 497

Green's Theorems, 837
grid diagram, 497
group(s), 63, 315
- application, 310
- center, 458
- class equation, 459
- class structure, 312
- construction of abelian, 402
- derivative, 462, 474
- isomorphic types of, 373
- ofequalorde~ 367
- of integers, 319
- of prime-power order, 346, 455, 464
- of residue classes, 350
- order, 315
- partition, 342
- properties of alternating, 435
- properties of cyclic, 330
- properties of soluble, 475
- property, 309
- rank, 391
- representation, 309
- structure, 310, 312, 357
- theory, 309
- transformation, 390
- types, 319
- without proper subgroups, 464
- , abelian, 63, 312, 383
-, abelianized, 461
- , alternating, 417, 434, 472
- , commutative, 63, 382
- , cyclic, 319, 330
-, finite, cyclic, 332
- , finitely generated, 327
- , freely generated, 328
-, general, 313, 455
- , generated, 319, 327
- , infinite, cyclic, 332
-, isomorphic cyclic, 373
-, nilpotent, 474
-, scaled, 398
-, self-inverse, 63
-, simple, 348, 475
-, soluble, 455, 475
-, symmetric, 381, 417, 418, 439
-, torsion-free, 385, 484

H
Hausdorff space, 219, 221, 251

homomorphism, 357
- kernel of a natural, 367
- , induced, 361
-, injective, 360
-, natural, 357, 364

hypergraph, 535

idempotency
- of a matrix, 120
- of an element, 61, 623
identity
- element, 60, 69, 76, 314
- mapping, 47
- matrix, 111, 677
- relation, 40, 498
image
- of a subset, 45
- of an element, 44
implication, 6
-, logical, 18, 25
incidence, 532, 535
- , final, 530
- , initial, 530
indegree, 540
independence
-, linear, 89
-, stochastic, 850
index mapping(s), 402
- direct sum of, 404
- subgroups, 403
indices
- lowering and raising of, 710
- , dual, 710
infimum, 140
initial
-, open, 175, 296
initial incidence, 530
initial segment, 142, 175, 296
-, strict, 142
injection, 46
integers, 289
- additive group of, 333
- properties of, 334
- subgroups of, 333
integral
- formula, 836
- theorems, 829
- , line, 798
-, surface, 801
-, tensor, 765, 796
- , volume, 804
interior, 181, 196
interpretation
- of an expression, 23
intersection
- of graphs, 520
- of relations, 499
- of sets, 34
interval(s), 135
- , closed, 135
- , nested, 233
- , open, 135
-, unbounded, 261

997
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invariance
- of eigenvalues, 754
- , topological, 186

invariants, 762
-, basic, 756
-, independent basic, 760
-, principal, 755
-, scalar, 753

inverse
- of a cycle, 423
- of a dyad, 740
- of a mapping, 48
- of a matrix, 118
- of a permutation, 418
- of a product, 317
- of an element, 60, 315

isometry, 419

isomorphism, 58, 357, 373

isomorphism theorem
-, extended third, 372
-, first, 368
- , second, 370
-, third, 371

iteration
-, Gauss-Seidel, 641
-, general, 640
-, Jacobi, 641

J
Jacobian matrix, 776

jump discontinuity
- of a function, 281

K
kernel, 360
- normal subgroup, 363
- of a natural homomorphism, 367

Klein's four-group, 386, 484
- construction, 405
- decomposition, 415

Kronecker symbol, 677

L
label, 586
-, edge, 586, 587, 619
-, path, 587
- , vertex, 586, 616

Lagrange's Theorem, 346
- corollary, 346

Laplace
- differential equation, 827
- operator, 822, 824

lattice, 76, 143
- of sets, 84, 85
-, boolean, 78, 81, 494, 500
- , distributive, 76
-, logical, 84

left coset, 344
- properties, 344
left translation, 374

left-equivalence, 344

Leibniz test, 242
limit distribution, 928, 952

limit function, 282
-, continuous, 283
-, discontinuous, 283

limit point, 179
limit theorem
- , central, 894
limit(s), 228
- of a function, 278
- of a sequence, 235
- theorems for, 234, 278
-, inferior, 239
-, left, 278
-, right, 278
-, superior, 239
line, 797
- element, 797
- fragment, 797
- integrals, 798

linear combination, 88, 388
- of random variables, 875
logarithm, 300, 306
logic, 1
-, predicate, 20
-, propositional, 5
lowering, 710

M
magnitude, 295
mapping(s), 44
- composition of homomorphic, 360
- continuation, 50
- kernel of a homomorphic, 360
- of ordered sets, 145
- properties of automorphic, 376
- properties of homomorphic, 359
- properties of isomorphic, 366
- restriction, 49
- type, 46
-, affine, 692
-, automorphic, 376
-, bijective, 46, 507
-, canonical, 49
-, closed, 186
-, constant, 47
-, continuous, 184, 279
-, discrete, 186
-, equal, 47
-, final, 251
-, homomorphic, 99, 359, 520
-, identity, 47
- , injective, 46, 507
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- , inverse, 48
- , isomorphic, 366, 520
- , isotonic, 58, 145
- , linear, 99
- , locally continuous, 184
- , open, 186
-, structurally compatible, 57, 99, 359
-, surjective, 46, 507
- , topological, 185

marginal distribution, 910

Markov process
- in continuous time, 949
- in discrete time, 926
- roth order, 948
-, homogeneous, 928, 951
- , inhomogeneous, 928
- , irreducible, 935
-, multidimensional, 970
-, reducible, 935

matrix, 102, 110
- inverse, 118
- transpose, 118
- , antihermitian, 128
-, antisymmetric, 119
-, boolean, 491, 496
-, complex, 127
-, conjugate, 127
-, diagonal, 111
- , hermitian, 128
-, idempotent, 120
-, identity, 111, 677
-, Jacobian, 776
-, lower triangular, 111
- , nilpotent, 120
- , orthonormal, 120
-, positive definite, 123
- , positive semidefinite, 123
- , quadratic, 110
- , regular, 118
- , self-inverse, 120
- , singular, 118
- , stochastic, 928
- , symmetric, 119
-, unitary, 129
- , upper triangular, 111
- ,zero, 110

maximum
- of random variables, 874

maximum distribution, 898

mean, 866, 912

metric, 172
- derivatives, 792
- of a basis, 682
- properties, 674
-, contravariant, 682
-, covariant, 682
- , discrete, 172
- , dual, 682

999

- , euclidean, 172
-, mixed, 682
metric determinant
- derivatives, 783
minimum
- of random variables, 874
minimum distribution, 905
moments, 858, 865, 869, 872, 906, 912,

917, 977, 979
-, central, 865
monoid, 63, 315
monotonicity test, 242
morphism, 57
motion, 324
multigraph, 530
multinomial distribution, 918
multinormal distribution, 920
multiple
- , least common, 292, 334

N
nabla
- calculus, 819
- operator, 819, 823
nand, 10
negation, 6
neighbor, 563
neighborhood, 165
- axioms, 166
- basis, 170, 175
- system, 165
nested intervals, 233
net, 249, 268
-, universal, 252
network, 584, 647
Neumann problem, 827
nilpotency
- of a matrix, 120
- of an element, 61, 623
nor, 10
norm, 124
normal distribution, 890
-, logarithmic, 895
normal form
-, canonical, 15
- , conjunctive, 15, 24
-, disjunctive, 15, 24
-, prenex, 24
normal series, 455, 475
- quotients, 475
- upper triangular matrices, 478
normal subgroup(s), 347, 452, 456, 461
- chain of, 473
- conjugacy classes, 353
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- homomorphic mappings of, 363
- of abelian groups, 384
- properties of, 348, 380
- quotient set, 364

normalizer, 456
- properties, 456

null graph, 518

null relation, 493, 498

number system, 285

number(s)
- common divisors, 334
- common multiples, 334
- domain of, 74
- , algebraic, 306
- , complex, 303
-, congruent, 350
- , conjugate-complex, 304
-, imaginary, 303
- , integer, 289
-, irrational, 296
-, mutually prime, 292, 334
- , natural, 286
- , rational, 293
-, real, 296
-, transcendental, 306

o
operation, 2
-, adjunctive, 76
-, associative, 60
- , commutative, 60
- , distributive, 69, 76
- , inner, 60, 314
- , outer, 86

operator, 6
- basis, 8
- generating set, 9
- rank, 6, 11
-, differential, 820

orbit, 424

order
- of a group, 315
- of an element, 340, 383
- , finite, 383
-, infinite, 383
-, prime-power, 464

order diagram, 135, 142, 577

order relation, 132
- for cardinal numbers, 158
-, associated, 135
-, partial, 495
- , strict, 133
-, total, 133
- , total strict, 134

order type, 146
-, comparable, 146
-, well-ordered, 147

ordinal number, 147
- , finite, 147
orientation, 700, 834
- of bases, 700
orthogonality
- of a basis, 675
- of eigenvectors, 742
- of the vector product, 726
- of vectors, 113
orthonormality
- of a basis, 675
- of a matrix, 120
- of tensors, 713
- of vectors, 113
oscillations
-, random, 985
outdegree, 540

p
p-group, 466
- properties, 467
- unique decomposition, 485

pair
-, equal, 37
-, ordered, 37
parallelepipedal product, 725, 727

partial graph, 519
partition, 35
- by equivalence, 41
- of a group, 342
- of a space, 212
- of an event space, 847
Pascal distribution, 881
passage
- average time, 942, 956
- behavior, 945
- probability, 941, 956
- time, 940, 954
- , first, 940, 954
path algebra, 585, 590, 594
-, boolean, 600
- , conditionally stable, 623
-, literal, 609
- , real, 602
-, unconditionally stable, 623
- , unitarily stable, 623

path capacity
-, maximal, 607
path component, 215

path edge, 609
-, common, 611
path existence, 600
path label, 587
path length
-, maximal, 604, 624
- , minimal, 602, 624

Index
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path problem, 584

path reliability
-, maximal, 606

path set, 584, 587
- algebraic structure, 589
- concatenation, 588
- system of equations, 591
- union, 588
- , complete, 587
- , elementary, 587
-, weighted, 593

path set matrix, 588
- algebraic structure, 590
- concatenation, 589
- union, 589

path vertex, 616
- , common, 617

path(s), 214, 542, 565, 584
- , basic, 577
- , edge-disjoint, 553, 556
- , elementary, 544, 566, 617
-, empty, 542, 565
- , Eulerian, 544, 565, 620
- , extreme elementary, 617
-, extreme simple, 615
-, Hamiltonian, 545, 566, 620
-, longest, 615
-, shortest, 615
-, simple, 544, 565, 613
-, vertex-disjoint, 559
- , weighted, 584

permutation group(s), 319, 320
- order, 434
-, isomorphic, 373

permutation tensor, 702, 716
-, dual, 718

permutation(s), 46,313,320,417,418,843
- canonical decomposition, 425, 446
- classes of conjugate, 430
- cycles, 417
- equivalent elements, 424
- fixed point, 422
- length, 426
- range, 422
- representation, 422
- sign, 432
-, commuting, 422
-, conjugate, 417, 428
- , even, 432
-, identical, 418
-, inverse, 418
-, odd, 432
-, similar, 429

plane
-, complex, 304

1001

point
- , accumulation, 179, 238
- , boundary, 179, 195
- , contact, 179
-, fixed, 151
-, frontier, 179
-, inner, 179, 195
-, isolated, 179
- , limit, 179
- , outer, 179, 195
-, real, 766
point relation, 493, 510
point space, 766
point types, 179
Poisson
- differential equation, 828
- distribution, 884
- process, 961
polynomial
-, characteristic, 735
position vector, 766
potential, 825
power set, 32
- cardinality, 158
powers, 300, 305
- of a dyad, 756
- of a relation, 513
- of a tensor, 758
- of an element, 61, 330, 623
- of symmetric dyads, 757
- , independent, 759
predecessor, 135, 539
predicate logic, 20
preimage
- of a subset, 45
- of an element, 44
prime, 287
prime factor, 288, 291
principal basis, 743
principal invariants, 755
principal tensor, 735
probability, 849, 860, 907
- , conditional, 850
- , total, 851
probability distribution, 858, 860, 906, 907
probability function, 861, 869, 872, 908
process
- , averaging, 980, 987
- , ergodic, 979
- , first order regression, 982, 988
- , Gaussian, 978
-, harmonic, 989
- , random, 922
- , second order regression, 983
-, stationary, 976
-, stationary random, 976
-, uncorrelated, 980, 986
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product
- inverse of a, 317
- of cycles , 426
- of random variables, 873
- of relations, 499
- of subgroups , 318
- of tensors , 712, 733
- , cartesian , 37
- , contracted, 713, 714, 724
- , cross, 726
- , cyclic , 400
- , cyclic cartesian , 400
- , direct, 37
- , dyadic , 113
- , hermitian scalar, 127
- , inner, 715
- , outer, 715
-, parallelepipedal, 725, 727
-, plain, 317
-, scalar, 112, 113, 673, 746
- , vector, 725, 728

product notation, 62

product space, 193, 199

product topology, 193, 194

projection , 50

proof, 26
- by induction , 28
- , direct, 26
- , indirect, 27

proposition , 5

proposit ional logic, 5

pseudometric, 172

Q
quadratic form, 123, 734

quadric , 734, 744, 745

quantifier, 21, 31
- , existential, 21, 31
- , universal , 21, 31

quantity
- , complex , 127
- , conjugate , 127

quaternion , 307

queue, 960
- , stationary, 963, 968

queue model , 959, 962
- M 1M 100 100, 966
- M 1M 111m, 964
- M/M/1 / oo , 964
- M/M/s/ oo , 965
- with arrival in groups, 967
- with service in phases, 967

queue system, 970
- with branching , 974
- , serial, 974

queueing process, 925

Index

quotient group
- of an abelian group, 385
- with respect to a normal subgroup , 364
quotient set, 41
quotient space, 190
quotient topology, 190

R
raising, 710
random function, 922
random oscillations, 985
random process , 922
- , stationary, 976
random variable , 858, 860
- , continuous , 862
- , dependent , 872
-, discrete , 861
- , general, 862
-, independent, 872
random vector, 906, 907
- , continuous, 909
- , discrete, 908
- , general , 909
random walk, 924
rank
- of a real vector space , 96
- of a subgroup , 393
- of a subspace , 91
- of a tensor, 703
- of a vector space, 91
- of a vertex, 574
- of an abelian group, 391
- of an operation, 69
- of an operator, 6, 11
rate
- of arrival, 962, 970
- of departure , 970
- of service, 962
ratio test , 242
reachability, 546
- of states, 932
- , multiple edge-disjoint, 561
- , multiple vertex-disjoint, 562

recurrence
- average time, 944, 958
- behavior, 945
- probability, 943, 957
- time, 942, 956
reduction method
- of Dijkstra, 638

reflection
- of a basis, 694
- of a vector, 697
- , proper, 697
regression process
- of first order, 982, 988
- of second order, 983
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relation(s), 37
- algebra of, 491, 500
- complement, 498
- composition, 40
- diagram, 39, 497
- domain of, 66
- intersection, 499
- powers, 513
- product, 499
- semiring of, 75
- transpose, 498
- types of, 40
- union, 499
-, all, 493, 498
-, antireflexive, 38, 503
-, antisymmetric, 38, 503
-, asymmetric, 503
- , bi-unique, 38, 506
-, binary, 509
-, bitotal, 38, 506
-, complete, 38
- , dual, 40
- , heterogeneousbinary, 504
- , homogeneous binary, 496
-, identity, 40, 498
- , induced binary, 508
-, induced unary, 511
-, left-total, 38, 506
- , left-unique, 38, 506
-, linear, 38, 503
- , n-ary, 39
-, null, 493, 498
- , point, 493, 510
- , reflexive, 38, 503
- , right-total, 38, 506
- , right-unique, 38, 506
-, serial, 38, 503
- , symmetric, 38, 503
- , transitive, 38, 503
-, unary, 492, 509

relative frequency, 848

relative topology, 192

reliability, 853

remainder theorem
- , Chinese, 400

residual graph, 653

restriction, 49

right coset, 345
- properties, 345

right translation, 375

right-equivalence, 345

ring, 70
- of matrices, 107
- of sets, 74, 85
-, boolean, 71, 81
-, commutative, 70
- , integral, 70

root, 300, 305, 580
- of unity, 305
rooted graph, 580
- , acyclic, 580
rooted tree, 580
rot, 812
rotation
- matrix, 693, 722
- of a contravariant basis, 694
- of a covariant basis, 693
- of a vector, 696
rule of inference, 18
- , logical, 18

S
scalar, 109
-, complex, 127
-, conjugate, 127
scalar field
- gradient, 810
scalar product, 112, 113, 673, 746
- coordinate form, 683
- of dyads, 734
- of vectors, 731
- , hermitian, 127
Schwarz inequality, 673
search
- , breadth-first, 581
- , depth-first, 581
search tree, 581
section, 259
-, empty, 260
- , finite, 260
-, infinite, 260
segment
- , final, 249
-, initial, 142, 175, 296
-, strict initial, 142
semigroup, 63, 500
- , commutative, 63
-, idempotent, 63
semilattice, 63
semiring, 70
- of relations, 75
-, commutative, 70
separation axioms, 219
separation property, 226
sequence, 2, 49, 227, 268
- of functions, 281
-, alternating, 235
- , basic, 277
- , bounded, 232
-, divergent, 228
- , fundamental, 229, 234
- , geometric, 235
- , harmonic, 230
-, monotonic, 232, 235
-, monotonic real, 232
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series, 241
- , absolutely convergent, 241
- , alternating convergent, 248
- , central, 455, 473
- , composition, 455, 479
- , conditionally convergent, 241
- , convergent, 247
- , derived, 455, 474
- , geometric, 248
- , normal, 455, 475

service model, 961

service time, 962

set(s), 2, 31
- algebra of, 34
- complement, 35
- diagram, 34
- difference, 34
- domain of, 66
- expression, 35
- formation, 31
- intersection, 34
- lattice of, 84, 85
- of residue classes, 350
- operations on, 34
- partition, 35
- ring of, 74, 85
- symmetric difference 34
- types, 181 '
- union, 34
- , artinian ordered, 141
- , bounded, 181
- , closed, 164, 181
- , compact, 260, 261
- , connected, 204, 207
- , countable, 52
- , directed, 143, 249
- , disjoint, 35
- , equal, 31
- , equipotent, 51
- , finite, 51
- , infinite, 51
-, noetherian ordered, 141
- , open, 164, 181
- , ordered, 132, 134, 151, 156
- , partially ordered, 132
- , partially strictly ordered, 133
-, path-connected, 215
- , separated, 202
- , similarly ordered, 145
- , totally ordered, 133
- , tot~lIy strictly ordered, 134
-, unit, 587
- , unstructured, 56
- , well-ordered, 141
- , zero, 587

shape, 323

sink, 657

skewness, 866

solution
- , least, 626
- , unique, 627
sorting
-, topological, 574
source, 657
space
- of states, 922, 926
- , compact, 260, 261
- , compact metric, 268
-, complete, 231
- , connected, 205, 207
-, discrete metric, 174
- , euclidean, 161, 174
- , Hausdorff, 219, 221, 251, 256
- , homeomorphic, 185
- , locally compact, 272
-, locally connected, 214
-, metric, 172, 174
- , normal, 224
- , normal T1- , 219
- , point, 766
- , product, 193, 199
- , quotient, 190
- , regular, 223
- , reqular Tj-, 219
-, To-, 219, 220
- , T1- , 219, 220
- , T2-, 219, 221
- , T3-, 219, 223
- , T4- , 219, 225
- , topological, 163
-, totally bounded metric, 268
- , totally disconnected 213
- , union, 190 '
- , vector, 86, 672
spectral analysis, 936
- Markov process, 937, 939
spectral decomposition
- Markov process, 937
square
- symmetry group of a, 420
square root, 302
stability, 623
stability index, 513
standard deviation, 866
start vertex, 518
state, 926
state probability, 927, 949
statement, 5
- , of predicate logic, 20
Stokes'theorem, 834
structure, 56
- , algebraic, 56
- , compatible, 359
- , derived, 56
- , identical, 366

Index
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-, mixed, 56
-, ordinal, 56, 131
-, product , 56
-, quotient , 56
- , topological , 56, 161
subbasis
- of a topology, 168

subcovering, 259

subevent, 847

subgraph , 519, 620

subgroup(s) , 312, 316, 357
- chain of, 449
- existence of, 313, 464
- generating set, 317
- homomorphic mappings of, 363
- index, 345
- isomorphism , 445
- minimal generating set, 392
- normal, see normal subgroup(s)
- normalizer, 456
- of a cyclic group, 338
- of an abelian group, 384
- of an arbitrary group, 340
- of the symmetric group S4, 381
- order of a product of, 347
- products of, 318
- properties of, 316
- properties of characteristic, 379
- rank, 393
- transform, 353
-, cyclic, 319, 332, 338, 439
-, torsion-free, 482, 487
subnet, 251
-, convergent, 252

subordering , 137

subsequence, 237
subset, 32
- transform, 353
-, conjugate, 354
- , linearly independent, 388

subspace , 91, 192, 195, 688
- basis of a, 688
- , dense, 198

substitution
- , back, 630, 642
-, forward, 630, 642

substructure, 56

successo~ 135, 539
sum notation , 62

sum topology, 190

sum(s)
- isomorphism , 395
- of cyclic subgroups, 399
- of random variables, 873
- of scaled groups, 398
- of tensors, 712

1005

- properties of direct, 399
-, direct, 394
-, infinite inner direct , 396
-, inner direct, 395
-, multiple direct, 396
-, outer direct , 394
-, topological , 190
-, zero , 69

summands
- isomorphism , 405
summation convention, 680
supremum, 140
surface , 800
- area , 800
- element, 800
- fragment, 800
- integrals, 801
- normal, 829
surjection , 46
Sylow
- first theorem of, 465
- second theorem of, 469
- theorems of, 455
- third theorem of, 471
Sylow p-subgroup, 464, 468
- properties , 468
symbolization, 1

symmetric group
- class structure , 450
- homomorphism, 433
- subgroups, 434
symmetry group, 67, 319, 323, 324, 420
- of a regular tetrahedron, 325, 460
- of a square, 420
- of an equilateral triangle, 324
system
- , mixed , 855
-, parallel, 854
-, serial, 853
system of equations, 626
- , equivalent, 628
-, staggered, 627
system of sets, 32
- intersection, 35
- union, 35

T
To-space, 219, 220
Trspace, 219, 220
- , normal, 219
-, regular, 219

T2-space, 219, 221
T3-space, 219, 223
T4-space, 219, 225

table of commutators, 463
target, 44
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tautology
- of propositional logic, 12
- , of predicate logic, 23
tensor, 671, 704, 705
- algebra, 671, 702
- analysis, 671, 764
- basis of invariants, 761
- contracted product, 713, 714
- contraction, 715
- coordinates, 702
- density, 792
- designations, 708
- integral, 765, 796
- mapping, 752
- of rank 1, 730
- of rank 2, 731
- of rank m, 671
- operations, 712, 715
- powers, 758
- products, 712, 733
- rank, 703
- rules of calculation, 702
- sums, 712
- , antisymmetric, 709, 716
- , associated, 734, 745
- , axial, 724
- , isotropic, 702, 722
- , metric, 702, 709
- , n-dimensional, 705
- , orthonormal, 713
- , polar, 724
- , principal, 735
- , real, 705
- , symmetric, 709
- , unit, 702, 718
tensor character, 711
- curl, 813
- gradient, 811
- vector gradient, 813
tensor coordinates, 707
- representation, 708
- transformation, 710
tensor field, 671, 764, 770, 806
- of rank 1, 787
- of rank 2, 790
- , dyadic, 770
- , scalar, 770
- , vectorial, 770
test
- , Cauchy, 241
- , comparison, 244
-, convergence, 241
- , Leibniz, 242
- , monotonicity, 242
- , ratio, 242
- , trivial, 242
tetrahedron, 325
- automorphisms, 378
- class equation, 460

- commutator group, 463
- conjugate elements, 355
- conjugate subsets, 356
- generating set, 327
- isomorphism, 438
- normal subgroups, 349
- quotient group, 365
- symmetry group, 325, 460
time domain, 922
- , continuous, 986
- , discrete, 979
topological sorting, 574
topological sum, 190
topology, 161, 163
- comparison, 165
- types, 161
- , coarser, 165
-, discrete, 169
-, final, 189
-, finer, 165
- , initial, 192
- , metric, 174
- , natural, 174
-, product, 193, 194
- , quotient, 190
-, relative, 192
- , sum, 190
- , union, 190
torsion coefficient, 488
torsion group, 484
- decomposition, 485
- , finite, 485
torsion subgroup, 384, 482, 487
trace
- of a dyad, 748
- of a matrix, 123
traffic density, 963
transform
- of a subset, 353
- of an element, 352
transformation
- basis, 390, 692, 697, 731
- basis system, 753
- dyad, 733
- metric, 696
- random variable, 869
- vector, 731
- vector coordinates, 695
- , affine, 692
transformation rules
- for bases, 693
- for vector coordinates, 696
transition, 926
- graph, 927, 951
- probability, 927
- rate, 950
- , incremental, 950
- , infinitesimal, 950
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translation
-, left, 374

transpose
- of a matrix, 118
- of a relation, 498

transposition(s), 417, 431
- decomposition into, 431
- multiplication by, 431

tree, 578
-, rooted, 580

triangle
- generating set, 327
- isomorphism, 438
- normal subgroups, 349
- symmetry group, 324

trivial test, 242

truth table, 6

truth value, 5

tuple
- , ordered, 843
- , unordered, 843

type
- of an abelian group, 488

U
uncountability, 54

Undecidability Theorem, 23

uniform distribution, 863, 866

union
- of graphs, 520
- of relations, 499
- of sets, 34

union space, 190
union topology, 190

unit dyad, 703, 739
unit element, 69, 590, 594
unit interval
-, closed, 261
- , open, 260
unit set, 587

unit tensor, 718
- contraction, 720

unit vector
-, canonical, 96, 675

universal quantifier, 21, 31

V
value, 2
-, absolute, 295
- , truth, 5

variable
- , bound, 22
-, free, 22

variance, 866, 912

variation, 844

variation coefficient, 866

vector field
- curl, 812
- divergence, 812
- gradient, 814
- , conservative, 825
- , irrotational, .825
- , solenoidal, 826
-, source-free, 826

vector mapping
- , linear scalar, 705
-, real, 704
-, scalar-valued, 704
-, vector-valued, 704

vector product, 725, 728
- of basis vectors, 726
- orthogonality, 726

vector space, 86, 672
- of complex numbers, 91
- of matrices, 104
- of quaternions, 308
- of real polynomial functions 92
- , associated, 766 '
-, complete, 95
-, euclidean, 674
-, isomorphic, 101
- , real, 94, 95
-, real metric, 672

vector(s), 109, 703, 730
- algebra, 672
- angle between, 673
- components, 674
- m-tuple, 671, 702
- magnitude, 673
- mapping, 704
- operations, 112, 116
- potential, 828
- representation, 679
- transformation, 698
-, boolean, 491, 492
- , canonical unit, 96, 675
-, complex, 127
-, conjugate, 127
-, orthogonal, 113
-, orthonormal, 113
-, real, 94
-, stochastic, 928
-, unitary, 128

vertex, 489
- label, 586, 616
- , articulation, 571, 620
-, end, 518
- , final, 530
-, initial, 530
- , separating, 559, 620
- , start, 518
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vertex adjacency, 532
vertex cut, 558, 559
vertex graph
-, directed, 526, 531
- , simple, 526, 532, 535
volume, 700, 802
- element, 802, 810
- fragment, 802
- integrals, 804
- magnitude, 803
- of a basis, 701

W
waiting capacity, 959
waiting time, 960, 961, 965
-, average, 962, 965
Weibull distribution, 900
weight, 586, 594
- system of equations, 597
weight matrix, 596
- concatenation, 596
- union, 596
well-ordering, 147
word, 586
-, empty, 586
word problem
- decidability, 329

X
X-product
- , equal, 328
- , reduced, 328

Z
Zermelo's Theorem, 156
zero
- divisor, 69
- dyad, 703, 739
- element, 69, 590, 594
- flow, 649, 654
- matrix, 110
- set, 587
- sum, 69
Zorn's Lemma, 156
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